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Abstract

The STAR experiment investigates the formation of the Quark Gluon Plasma via the
heavy ion collisions taking place at the Relativistic Heavy Ion Collider (RHIC) situated
at Brookhaven National Laboratory (BNL), Upton, NY. The production of charm
quark (in cc pairs) occurs in the early stages of the heavy ion collisions dominantly
via gluon fusion gg — c¢. Due to the fact that the yield of charm is affected by the
conditions of the early stages of the collision, the measurement of the charm production
provides a useful tool for description of the initial stage that took place. One of
the most important findings of the experiments at RHIC was the discovery of the
anomalous quenching of jets when passing through the hot and dense matter build in
nucleus nucleus collisions. Heavy quarks (charm C' and beauty B together) measured
through non photonic electron yields in heavy ion reactions at /s, = 200 GeV at
RHIC, exhibit a larger suppression than expected from the theoretical considerations.
In order to comprehend this puzzle and understand better the flavor dependence of
the jet quenching, the separation of charm and beauty contributions as well as the
measurement of their quenching is necessary. In the current work we investigate the
D° yield in various datasets (Cu+Cu, Au+Au, d+Au and p+p) at /s, = 200 GeV.
For the Cu+Cu and Au+Au (run VII) for which the silicon strip detector of STAR
has been used for data taking, a microvertexing technique was applied in the analysis,
allowing the topological reconstruction of the D° charmed meson through its secondary
vertex reconstruction. The Silicon Strip Detector (SSD) was first deployed in the year
2005 during the Cu+Cu at /s, = 200 GeV collisions, allowing the enhancement of
the tracking capabilities by providing a connection between reconstructed tracks in
the TPC and SVT (Silicon Vertex Tracker) points. It was observed that the detector
loses a significant percentage of hits of the tracks recorded by the TPC. As a result
the overall tracking reconstruction efficiency drops. A novel cluster finder method is
proposed as a technical part of this thesis by looking for clusters independently on
the p and n sides of the SSD. This study was performed on data taken from run VII.
The new developments achieved in this thesis concern the successful application of
the microvertexing techniques in the heavy ion environment, the extraction of the D°
signal in the heavy ion collisions using these techniques through the study of e-D°
correlations in p+p, Cu+Cu and Au+Au collisions.
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Outline

In Chapter 1, (p. 1), we present a brief introduction to the theory of nuclear inter-
actions, the theoretical predictions for the existence of the Quark Gluon Plasma, and
the experimental observables of heavy-ion collisions. An introduction to to the Heavy
Flavor Physics is also presented, along with the theoretical motivation for the e—D°
azimuthal correlations. In the latter method explication, it is also described how the
experimental disentaglement of the contribution of charm and beauty during heavy ion
collisions, is attained.

In Chapter 2, (p. 23) we carry on with a description of the experimental apparatus,
namely the relativistic heavy ion collider (RHIC), along with the four experimental
areas: PHOBOS, PHENIX, BRAHMS and STAR. The latter will be thoroughly pre-
sented and the various subsystems along with the future upgrades will be discussed as
well. A short description of the Silicon Strip Detector (SSD) is also given along with
its important role in the amelioration of the tracking of STAR.

In Chapter 3, (p. 61) we describe the analysis methodology that is applied on
to the various datasets. In particular, the general applicable event cuts as well as
the Quality Assurance (QA) cuts applied to the tracks, are also discussed. The D°
invariant mass reconstruction method is presented, and the various techniques for the
background subtraction are also discussed.

In Chapter 4, (p. 83) we describe the microvertexing technique that is applied in
the Cu+Cu and Au+Au datasets, exploiting the better tracking capabilities offered by
the STAR Silicon Detectors (SVT and SSD).

In Chapter 5, (p. 97) a Monte Carlo study on the microvertexing technique is
presented, allowing to perform a test on the code concerning the functionality and QA.
In the final sections of the Chapter 5, a comparison is being presented, between data
(Cu+Cu at /5. = 200 GeV) and MC having as a goal the optimization of cuts that
will be used for the topological reconstruction of the D°.

Having taken into account the values of the optimized microvertexing cuts extracted
by the analysis discussed in Chapter 4, the results on the Cu-+Cu dataset are presented
in Chapter 6, (p. 147).

We continue in Chapter 7 (p. 159) by presenting the results in the p+p dataset
at /s = 200 GeV(run VI). In addition, in Chapter 8 (p. 165) we discuss the results

XXVii
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of Au+Au dataset at /s, = 200 GeV (run VII), obtained with the e-D° correlation
technique as well as by applying the microvertexing technique.

Finally in Chapter 9 (p. 171) we discuss the results in the p+p and d+Au dataset at
/s = 200GeV of the year 2008. Concerning the technical part of the work, in Chap-
ter 10, (p. 179) it is presented a new cluster finder method for the Silicon Strip Detector.
It is also discussed the current cluster finder, and a comparison between these two meth-
ods is performed. The data used for this study is from Au+Au at /5. = 200 GeV (run
VII). A conclusion of the work is drawn in Chapter 11 (p. 187), summarizing the results
and the main aspects of the work.



Chapter

Theoretical Introduction

The main focus of the current chapter is the theoretical introduction on the nuclear strong
force along with the theoretical predictions for the existence of the Quark-Gluon Plasma.
Some elements of the observable variables that are used in the experimental nuclear physics
are also presented. The last paragraphs of the chapter are dedicated to the description of
the charm formation and its important role in the study of the heavy ion collisions. In the
conclusion of the chapter, it is also presented the theoretical motivation background for the
e-D° azimuthal correlation analysis.

1.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory that describes the strong interaction
exerted among the elementary constituents of the nuclear matter, the quarks. The
force carriers are called gluons and the fundamental aspect of this theory is that the
mediators can interact among them, resulting in 3 or 4 gluon interaction vertices as can
be seen in Figure 1.1. It was the discovery of the A™" baryon that led to the introduc-
tion of the color as a quantum number in order for the wave-function of the particle
to be anti-symmetric, obeying to the Fermi-Dirac statistics. The specific baryon has a
total spin of J = % and can be obtained by combining 3 spin-up (J, = %) u quarks.
Therefore the total spin of the system hence can be written: J = % (uT ul utl). Since
the wave function was symmetric in space, flavor and spin, the introduction of color,
solved this problem, since it was imposed that any permutation in color results in an
anti-symmetric wavefunction ug T ug T up 7.

A quark (¢) can obtain one of the three colors, viz. red, green and blue, (RGB).
The antiparticle, denoted by (g), can obtain the anti-colors expressed as cyan, magenta
and yellow (or anti-red, anti-green and anti-blue RGB). Gluons carry always a pair of
color and anti-color. The confined states of quarks are called hadrons and are colorless,
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(white) entities, composed in such a way of quarks and anti-quarks that the overall color
contribution is naught.

o
S5 ggg

FiG. 1.1: Sketch depicting the interaction of 3 and 4 gluons, showing the exchange (flow)
of color.

1.2 The QCD Lagrangian

The Lagrangian of the QCD is written:

. — ] i 1 «a v
Loco =1 Y q"(Du)isa) — Y msed'qsi — 1GwGa (1.1)
i i

with the indices 7, j referring to the color, f to the quark flavor and p, v are the Lorentz
indices. Also by ¢ we define the quark spinor field of dimension 12 (color ® Dirac).
The covariant derivative (D,,);;, reflecting the local gauge invariance, is expressed by

the term (D,);; = 0;;0, — igs Y /\2” Al where \{; are the Gell-Mann matrices in the

SU(3) flavor representation. Finally the interaction between the gluons is described by
the term: G, = 0,AS — BVAZ‘ + g fabcAZAf,, where AZ refers to the gluon field and
fave are the fully anti-symmetric, structure constants. As mentioned above, for each N
quark flavor there exist three corresponding colors. In other words for every quark it is
assigned a triplet of the SU(3) color group. Unlike SU(N) flavor symmetry, the SU(3)

color symmetry is expected to be conserved. On the other hand the gluons come in
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32 — 1 = 8 different colors, or else said in a SU(3) color octet:
RG, RB, GR, GB, BR, BG,

\/;RR_ GG), \/g(RRJrGG— 2BB)

Concerning the color singlet

1" _ _
‘/5 (RR+ GG+ BDB)
it cannot be the mediator between the color charges, since there is no color than can
be carried.

1.2.1 The Color Factors

The coupling of the interaction between two colors via a gluon exchange is %clc% with
c1 and ¢y let be the color coefficients in the vertices of the interaction. By convention
the quantity expressed in (1.2) is called color factor.

1
Cr = 5\0102| (1.2)

1.3 The Running Coupling Constant

The potential between the two quarks at a distance r can be written in approximation
as (1.3).
4o
V(r)=——2+kr 1.3
() =—5 (1.3)

with ag the strong coupling constant, and k& ~ 1GeV /fm. The first term indicates the
repulsion and dominates at small distances. The second term indicates the attraction
and becomes significant at large distances, not allowing the separation of the quarks
at this distance scale, thus talking about quark confinement. The running coupling
constant a, depends on the %, the value of the momentum transfer between partons
Q* = —(p1 + p2)? and is expressed by (1.4).

) a, (1?)
5 ) 2 2 1.4
as (@) 1+%(11n—2f)1n% o

Also let n be the number of colors (3 in the S.M.) and f be the number of flavors

(6 in the S.M.), as stated in Table 1.1. The term a,(u?) refers to the screening and

in specific a(0) = % We also note that there is no restriction on the value of p,
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as long as a,(p?) < 1. Evolving all results to the rest energy of the Z° boson, the
new world average of ay(My) is determined from measurements which are based on
QCD calculations in complete NNLO perturbation theory, yielding the following value
as(Mz) = 0.1183 + 0.0027 |[Bethke 03].

0.5 -
~
"‘ Theory | © ; §-
a(Q) [\ Data e |E0E
W\t Deep Inelastic Scattering A
0.4 1\ \ e*¢” Annihilation o e
Gl e b Hadron Collisions ° 7
\ Heavy Quarkonia " o=
Wy 7
R (" A"% "s(MZ?
< 245 MeV ----0.1209
0.3 ¢ Q(l4) 210 MeY 0.1182 | 7
Ofat?) i
S 180 MeV — —0.1155
R 7

0.2+

0.1}

10 Q [GeV] 100

Fi1G. 1.2: Running coupling constant as a function of Q). Figure is taken from [Bethke 03].

1.4 The Asymptotic Freedom

At short distances the strong force becomes weak and this is the feature, responsible for
the asymptotic freedom. The consequences of the asymptotic freedom are the following:

i. In large energies the running coupling constant is small, thus justifies the use of

perturbation theory and explains the quasi partonic behavior of quarks and gluons
in large energy scale; and

ii. in large distance where the coupling constant is not small a, ~ 1, the perturbation
theory seizes to be applicable and the infrared (IR) modes become of crucial im-

portance. Along with the confinement, the spontaneous chiral symmetry breaking
is also manifested.
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TAB. 1.1: Overview of the three generations of quarks and leptons families, along with the medi-
ators of all forces, except the gravitational. By ¢, it is denoted the value of the electric
charge of the electron (g. = 1.6 - 10719 Cb). Values are taken from [Amsler 08].

PARTICLE FAMILY SYMBOL MASS [MeV/c?]  ELECTRIC CHARGE [|q.|]

FIRST GENERATION

u 1.5-4.0 +2/3
Quarks d 4.0-8.0 ~1/3
e 0.511 -1
Leptons 7 <22-107° 0
SECOND GENERATION
c 11501350 +2/3
Quarks s 80-130 ~1/3
o 105.7 ~1
Leptons 7, <0.17 0
THIRD GENERATION
Quark t 170900 + 1800 +2/3
Harss b 41004400 ~1/3
T 1784.1 -1
Leptons o <155 0
FORCE GAUGE BOSONS  MASS [GeV/c?] ELECTRIC CHARGE [|q.|]
Strong g (8 gluons) 0 0
Electromagnetic v (photon) 0 0
W= 80.3980 £ 0.0250 +1
Weak

ZY 91.1876 £ 0.0021 0
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1.5 The Deconfinement of Quarks

The study of the asymptotic freedom, can be attained with high energy collisions. At
high density, the quarks and the gluons can be decoupled over a volume, much larger
than the nucleonic (~ 1fm?).

EXPLORING the PHASES of QCD

T PO Relativistic
! ® Heavy Ion
N Collisions

~

AN Quark—Gluon Plasma

~170
MeV
Universe
W Color Superconductor
Hadron Gas
Y Crystalline
\ Color Super—
\\ conductor? CFL
AY
B Neutron Stars?
ubaryon
Vacuum Nuclei

Fi1G. 1.3: Phase diagram of the nuclear matter. Heavy ion collisions at RHIC are expected to be
of low baryon chemical potential (ug) and temperature (T') greater than 170 MeV. The
hatched region indicates the current expectation for the phase boundary based on lattice
QCD calculations at ug = 0. Figure is taken from [Rajagopal 09].

1.6 The QCD Phase Diagram

The phase diagram of the hadronic and partonic matter in terms of temperature 7" and
baryo-chemical potential pp is presented in Figure 1.3. The hatched region indicates
the current expectation for the phase boundary based on lattice QCD calculations for
g = 0. The high temperature and the low pp region is expected to be accessible via
heavy ion collisions. Colliders with various energies (LHC, RHIC, SPS, AGS, and SIS)
can reach different regions in this phase diagram. The QGP matter that can be created
in the laboratory is believed to have existed in the first few micro-seconds after the Big
Bang. The expected high temperature and minimum baryonic chemical potential of
the early universe when QGP matter was created is shown in the phase diagram. The
region near the zero temperature and high pp is where the deconfined high-density
phase is also predicted to exist (i.e. in the interior of neutron stars).
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Numerical calculations of lattice QCD can be performed to check the dependence of
the temperature on the energy density of the system. In a quark gluon plasma phase,
due to the increase in the number of the degrees of freedom, it is expected that there will
be a change in the energy density. Such a dependence of the energy density e, divided
by T% on T = T, is presented in Figure 1.4. The number of the degrees of freedom
rises steeply for temperatures above the critical value denoted by 7., corresponding
to a transition of the system to a state where the quarks and gluons are deconfined
(cf. Section 1.5). Let us add also that the critical temperature is predicted to be in
the region of 150-190 MeV.

r RHIC et —
14 | e/T p/T
4 L
12 t t 1
10 1 L
the| 3

8 I 3 flavor ]

SPS 2 flavor 3 flavour s
6 2| 2+1 flavour = .

0 flavor 2 flavour
4 1l pure gauge -
2+ |
0 . | L | | 0 0 L o L L |
100 200 300 400 500 600 100 200 300 400 500 600

Fi1G. 1.4: Left: The energy density (¢) as a function of the temperature (T) scaled by T* from
lattice QCD calculation. The realistic case is for N = 2 + 1 flavors. Right: The pressure
(p) as a function of temperature (T) scaled by T%. Note that the pressure is continu-
ous in the region where there is a sharp change in the energy density. Figure is taken
from [Gyulassy 05].

1.7 The Physics of the Relativistic Heavy Ion Colli-
sions

According to the Bjorken scenario [Bjorken 82|, during a heavy ion collision the fol-
lowing phases occur in a chronological order, as depicted in Figure 1.5. In particular:

i. Pre-equilibrium state (when formation of the elementary constituents takes place).
During this phase, the nucleons pass through each other and parton-parton inter-
actions occur, where a parton is defined as a quark or a gluon. Due to high energy
density, the released partons can re-scatter multiple times, losing part of their ini-
tial energy in the interaction region. A fireball of interacting quarks and gluons
expands and the baryon chemical potential (up) vanishes at mid-rapidity y = 0,
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il.

1il.

iv.

while the forward and the backwards regions, y # 0, are rich in baryons corre-
sponding to the remnants of the colliding nuclei. At this stage the scattering of
hard partons also occurs;

Chemical and thermal equilibrium: the nuclear matter reaches equilibrium at the
proper time 7y (just before the QGP formation) through parton re-scattering in
the medium. The energy density obtained in the collisions at RHIC is above the
critical value, so when the interacting medium is thermalised, the QGP might be
produced;

The QGP phase, evolving according to the laws of hydrodynamics;
The mixed phase of QGP and the Hadron Gas (HG); and

the hadronization and freeze-out. In particular, the expanding QGP cools down
fast and quickly reaches the transition temperature. It evolves into the phase of
hadron gas, finally reaching the state known as chemical freeze-out. The resulting
hadronic gas continues to expand, cooling down the interaction rate between the
hadrons. Then the system evolves to the thermal equilibrium; this state is known
as thermal freeze-out. After this moment, hadrons are able to move freely.

N Freeze-Out T Tin To

Fi1G. 1.5: Cartoon depicting the space-time evolution of Quark Gluon Plasma.
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1.8 The Quark Gluon Plasma

Historically, the term Quark-Gluon plasma was first proposed by Shuryak [Shuryak 78|.
Over the last 20 years many ideas have evolved and a lot of definitions have been pre-
sented. We shall restrain to the following one: QGP can be a (locally) thermally
equilibrated state of matter in which quarks and gluons are deconfined from hadrons,
so that color degrees of freedom become manifest over nuclear, rather than merely nu-
cleonic, volumes [Adams 05]. Some theoretical predictions for the existence of QGP
are:

i. Enhancement of strange particle production;
ii. J/1 suppression;

iii. the initial temperature of the medium can be measured from the thermal photons
or di-leptons;

iv. the jet quenching; and

v. the restoration of the chiral symmetry.

— T
- * d+Au FTPC-Au 0-20% :

0.2~ —
- - ——p+p min. bias ﬁln :

* Au+Au Central

1/Nqyiggor AN/A(AQ)

A ¢ (radians)

F1G. 1.6: Di-jet fragment azimuthal correlations in STAR experiment. In d+Au the di-jets remain
unquenched relative to the mono jet correlation observed in central Au+Au collisions. All
runs are at /sy, = 200 GeV. It is believed that the existence of QGP is responsible for
the creation of the jet quenching in Au+Au collisions, whereas in p+p and d+Au, no such
a state of matter seems to be present. Figure is taken from [Adams 03].
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1.8.1 The Jet Quenching

It was predicted that at high momentum, partons lose energy via gluon radiation pass-
ing through the dense QGP matter [Gyulassy 91|. The latter is called jet quenching and
can be studied using the Nuclear Modification factor, Section 1.9. The manifestation
of the quenching of jets can be interpreted as:

i. Suppression of the yield of high-p, particles;

ii. the ratio p/p can be also quenched because of the different energy loss in the
medium of gluons and quarks; and

iii. a correlation of the impact parameter (Section 1.10 of the collision with the jet
quenching yield. The phenomenon is favored in central collisions.

In Figure 1.6 it is presented results of STAR collaboration [Adams 03], denoting the jet
quenching in Au+Au by the di-jet azimuthal correlation. The same quantity remains
unquenched for the p+p and d-+Au collisions at /s = 200 GeV as shown in the same
plot.

1.8.2 The Enhancement of Strange Particle Production

Proposed by J. Rafelski and B. Miiller in 1982 |Rafelski 82| as one of the prediction for
the existence of the QGP, is the enhancement of strange hadrons. In particular inside
the deconfined QGP medium, the strange quark (s) is saturated by ss pair production
in gg — s§ and ¢§ — s5 (where ¢ = u, d) reactions. The energy threshold for the s and
s production in QGP is 300 MeV, which is approximately the mass of the two quarks,
yielding to the production of multi-strange baryons and strange antibaryons. Often
the ratio of the yield of K /7 is considered as the expression in order to quantify the
strangeness enhancement. In other words in the QGP state the strange quarks have
to be thermalised.

1.8.3 The Suppression of J/¢

The idea was introduced in 1986 by Matsui and Satz [Matsui 86| that the charm quark
(¢), will be Debye-screened from its anti-quark ¢, resulting in a .J/1 suppression. The
potential between the quarks, as stated in Section 1.3, allows the formation of c¢, char-
monium (J/¥, ', x.) and bb states called bottomonium such as Y, x,, Y/, etc.
The NA50 collaboration [Beole 00], announced such a suppression in the channel
J/v — ppt. Quantitatively the suppression of the .J/v is measured with respect
to the Drell-Yan muons process, where the latter process scales down with the number
of the binary N-+N collisions.
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1.8.4 Photons

The photons can be created during heavy ion collisions, as a result of:

i. In the early stages of the collisions the prompt photons initially are created by
parton-parton scattering and this phase is common both in p+p and in A+A col-
lisions;

ii. during the QGP phase, photons are emitted as a result of the quarks undergoing
collisions with other quarks and gluons in the created medium,;

iii. as the system expands and cools, the hadronization takes place at a temperature
T = 150-200 MeV allowing the scattering of light unflavored mesons such as the
7, p and w. Also the light neutral mesons contribute via the decays 7 — 2+ and
n — 37% in the spectrum from a few MeV spanning to several GeV; and

iv. finally through the kinetic freeze-out, the resonances contribute mostly in the pho-
ton spectrum in the energy domain of some MeV.

Direct photons are an interesting tool to study the possible QGP formation. They are
produced in:

i. ¢+ q — g+ 7: quark-antiquark annihilation; and
ii. ¢+ g — g+ v: quark-gluon Compton scattering.

The direct photons do not come from hadronic decays. Theoretical models predict that
the thermal photons should dominate the direct yield of photons at a low transverse
momentum. As the yield of thermal photons falls off exponentially with transverse
momentum, the direct photons from the initial hard scattering will dominate the spec-
trum at higher transverse momentum values. Additionally, a contribution of photons
produced during parton fragmentation is observed. The measurements of thermal pho-
tons can provide information about temperature. Measurements of the prompt photons
allow the study of the jet properties interacting with the medium.

The production of the prompt photons is represented by the nuclear modification
factor (Section 1.9) with the yields of hadrons in A+A collisions relative to the scaled
reference measured in p-+p collisions. Thus direct photons provide a tool to check the
binary collision scaling since their production is not affected by the medium produced
in the final stage of the interaction. At RHIC energies it is possible to study direct
photons in Au+Au, d+Au and p+p collisions. Prompt photons in p+p collisions
provide an excellent test of QCD formation, while results from d-+Au collisions may
be used to investigate nuclear effects.
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1.8.5 Di-leptons

Along with photons, the study of leptons is proven to be an interesting tool in order
to deduce the properties of the formation of matter during heavy ion collisions. Due
to the fact that leptons do not interact strongly with the medium, they exhibit a
similar behavior like photons in terms of production stages. In particular, there exist
prompt di-leptons created from the hard scattering processes, as well as thermal ones
emitted from the QGP. Finally during the chemical freeze-out di-leptons are produced
as byproducts of the meson decays.

Resonances such as p, ¢ and w are the main sources for the thermal di-lepton cre-
ation below the energy domain of 1.5 GeV. Medium effects can broaden the width of the
p resonance. In the region < 2 GeV, the semileptonic decays of heavy flavor mesons and
Drell-Yan processes (q7 — [~1") are favored, producing sufficient di-leptons. For higher
energy scale the di-leptons can also be a result of the decay of J/1, ¢, T, Y" and Z°.
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FiGc. 1.7: Upper: LQCD calculations for two dynamical quark flavors showing the coincidence
of the chiral symmetry restoration, marked by the rapid decrease of chiral condensate
<wz/;> (right frame) and deconfinement (left frame) phase transitions. Lower: The chiral
transition leads toward a mass degeneracy of the pion with scalar meson masses. All plots
are as a function of the bare coupling strength § used in the calculations; increasing 3
corresponds to decreasing lattice spacing and to increasing temperature. Figure is taken
from [Adams 053].
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1.8.6 The Restoration of Chiral Symmetry

The expectation value <¢1ﬁ> is often called quark condensate and gives a description
of qq pairs found in the QCD vacuum. The breaking of the chiral symmetry, involves
the confined quarks that do not have zero mass, but rather a few hundreds of MeV,
cf. Table 1.1. At high temperature, the quark condensate tends to vanish, thus talking
about the restoration of chiral symmetry. The phase during which neither confinement,
nor chiral symmetry breaking occurs, is generally attributed to the presence of QGP.

Using lattice QCD (LQCD) calculations, in order to extract physically relevant
predictions and to be extrapolated from the discrete case to the continuum (lattice
spacing approaches zero), chiral (actual current quark mass) and thermodynamic (large
volume) limits, the deconfinement transition may be accompanied by a chiral symmetry
restoration transition, cf. Figure 1.7.

1.9 The Nuclear Modification Factor

The comparison of the particle spectra measured in Au-+Au collisions and the spectra
in which the QGP is not present, such as the d+Au and p+p systems, allows the better
comprehension of the particle production mechanisms. A useful tool to achieve this
comparison is the nuclear modification factor as defined in (1.5).

d*N,, /dp.dn
(<Nc011> /UPP>(d2UPP/dedn)

The yield in nucleus-nucleus case (A+A) is contained in the numerator. The denom-

inator contains a calculation of the Glauber Model, as described in Section 1.10. In

2
Opp

dp-dn
by the number of binary collisions (N.y) in the A+A case.

Raa(pr) = (1.5)

particular, it scales down to the —for the p+p yield—and for a given centrality,

1.10 The Glauber Model

In the heavy ion collisions the values that describe the geometry of the collision are:

i. The mean impact parameter (b), which is the distance between the centers of the
2 nucleons (cf. Figure 1.8);

ii. the mean number of the participating nucleons (Np,.), that take part in at least
in one collision;

iii. the mean number of the binary collisions (N ) since a nucleon can undergo more
than one collision; and
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iv. the number of the nucleon-spectators, i.e. the nucleons that did not participate in
the collision, (cf. Figure 1.8).

Experimentally we have no direct information about any of the above set of variables,
rather than a measurement of the emitted charged particles given by the various sub-
detectors. The Glauber model [Glauber 59|, is a geometrical interpretation of the
collision of the nuclei, allowing the deduction of the above collisional variables. In
particular, this model considers the collision of the two nuclei in terms of the individual
interactions of the constituent nucleons. The following assumptions are being made:

i. The nucleons’ trajectory is a straight line and parallel to the beam axis; and

ii. a nucleus-nucleus (A+A) collision is considered as a superimposition of the subse-
quent nucleon-nucleon (N-+N) collisions.

Furthermore the model considers a Woods-Saxon density (1.6) for the space distribution
p(r)en of the nucleons:

Po
pch(r) = T e (1-6)
l1+4+e =

where r, = rq - As. The parameters to be determined are r. and c. Concerning the
constant py, it is calculated in that way in order to fulfill (1.7) [Cottingham 01].

/pch(r) d’r = 47 /000 pen(r) Tdr = Z (1.7)

As an application of (1.7), we also note that pg, 7o and ¢ are constants, e.g. in the case
of the Au nuclei, the constants are 7o = 6.38 fm, ¢ = 0.535 fm yielding py = 0.169 fm >,

Fi1G. 1.8: Left: Cartoon depicting a peripheral collision. Right: Cartoon depicting a central col-
lision. In both figures it is also represented the z-(left) and transverse (right) profile of
each collision.
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1.11 The Experimental Quantities

In the experimental nuclear and particle physics, the phase space observables of parti-
cles emerging from a heavy-ion collision are the following:

1.11.1 Rapidity
Let us consider a particle with a 4-momentum given by (1.8)

P = (E, pa; py, p2) (1.8)
The rapidity y is hence defined by (1.9)

1. E+p,
—1In
2 E—p.

y (1.9)

where p,, is the longitudinal momentum (1.10) component usually—for convenience—
considered along the beam direction. Also, the angle of emission is denoted by 6.

P = pcos (1.10)

Under a Lorentz transformation along the beam axis, the value is additive 3y’ = y + a,
(Appendix A.1). The latter is of extreme importance when comparing collider to
fixed target experiments. For collider experiments the center of the momentum frame
coincides with the laboratory frame (cf. Appendix A.4).

1.11.2 Pseudorapidity

The purely experimental value of a particle’s track, since the exact value of the par-
ticle mass remains unknown only until after the particle identification (PID) is called
pseudorapidity n and is being defined as:

= —lntang (1.11)

When the momentum of a particle becomes comparable to its energy (p ~ E), then
the value of pseudo-rapidity is approximately equal to the value of rapidity (n — v),
(cf. Appendix A.2). In the mid-rapidity region the distributions of dN/dy and dN/dn
are correlated with a factor depending on the mass of the particle.
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1.11.3 The Transverse Momentum, Energy and Mass

For a particle with a 4-momentum as in (1.8), the transverse momentum p, is being

defined as
pr =4\/P3 +p; (1.12)

and is Lorentz invariant under transformations in the z-axis. Since it originates from
the collision energy, it offers a tool for the study of the collision dynamics. In a similar
way, the transverse mass is defined by (1.13)

m2 =m® + p? (1.13)

Also the transverse energy E is given by (1.14).
E; = mep; (1.14)
Finally a very useful expression is (1.15).
E,=FE sinf (1.15)

Let us also note that (1.15) will be used later for our analysis, in particular it will
serve to identify the towers that are above the threshold (cf. Table 3.3) in the Barrel
Electromagnetic Calorimeter (BEMC) as it is stated in Section 2.16.

1.11.4 The Energy Density

The idea is attributed to Bjorken, that in order to explore the QGP we need to know
the energy available (in the order of magnitude of GeV/fm*) [Bjorken 83|. In particu-
lar during the collisions the nuclei due to Lorentz contraction, are forced to re-shape
into discs, in the lab frame. The total kinetic energy of the nuclei, becomes the initial
conditions for the creation of the medium. The energy density (¢€), is therefore propor-
tional to the transverse energy F. per rapidity unit as measured in the mid-rapidity
(y = 0) of the center-of-mass reference frame.

1 dE;
ATTO dy y=0

(1.16)

The 7y corresponds to a typical order of magnitude of 1fm/c, the time necessary for the
the hydrodynamic evolution to be established. The A, corresponds to the transverse
surface where the energy was deposited. For a perfectly central collision, it can be used
as the surface of the disc A, = 7 - R.
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1.11.5 Luminosity

The rate R of a physical process with a cross section denoted by o, is given by the:
R=o0-L (1.17)

where IL stands for the luminosity, described by the formula:

L f NN,

(1.18)

dro,oy,

where f is the frequency of the collisions, Ny, Ny are the numbers of ions included in
each packet, bunch, of each beam and the o,, 0, are the Gaussian transverse profiles of
the beams. In Table 2.1, the values of the integrated luminosities of the RHIC for the
operating years 2000—2009 are described.

1.12 The Physics of Charm

The production of the charm quark (in ¢¢ pairs) occurs in the early stages of the heavy
ion collisions dominantly via the gluon fusion gg — c¢¢ |Abelev 08]. Due to the fact
that the yield of charm is affected by the conditions of the early stages of the collision,
the measurement of the charm production provides a useful tool for the description
of the initial stage that took place. Due to their large mass (m > 1GeV/c?), the
heavy quarks (charm and bottom) are to be primarily produced by hard scattering
processes (high momentum transfer) in the early stages of the collision and, therefore,
are sensitive to the initial gluon density |Lin 95]. The production of the heavy quark
by thermal processes later in the collision is low since the expected energy available for
particle production in the medium (~ 0.5 GeV/c?) is smaller than the energy needed
to produce a heavy quark pair (> 2.4 GeV/c?). The study of the energy loss of partons
in the hot and dense QCD matter can be performed at RHIC energies. The energy
loss of a heavy quark, is expected to be lower than that of the light one. This result is
explained because of the suppression of the gluon radiation at small angles, according
to the dead cone effect [Dokshitzer 01, Djordjevic 05]. The production of the J/¢ in
nuclear collisions is suppressed due to the Debye screening of the cc pairs.

The states of the c¢¢ such as the y. and v, as they are more dissociated, are sup-
pressed even more than the J/v. The energy loss of the heavy quark mesons is studied
through the measurements of the p; spectra of their decay electrons. At high p., the
mechanism of electron production is dominant enough to reliably subtract other sources
of electrons like conversions from photons and 7° Dalitz decays. RHIC measurements
in central Au-+Au collisions have shown that the high p.. yield of electrons from semilep-
tonic charm and bottom decays is suppressed relative to properly scaled p-+p collisions,
usually quantified in the nuclear modification factor R,, |Abelev 07, Adare 07].
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FiG. 1.9: Nuclear Modification Factor R,, for the non-photonic electrons. Figure is taken
from |Bielcik 06].

The nuclear modification factor (R,,), shown in cf. Figure 1.9, exhibits an unexpect-
edly similar amount of suppression as observed for light quark hadrons, suggesting sub-
stantial energy loss of heavy quarks in the produced medium. The energy loss models,
incorporating contributions from charm C' and bottom B, do not explain the observed
suppression sufficiently [Djordjevic 06, Armesto 06]. Although it has been realized that
the energy loss by elastic parton scattering causing collisional energy loss is probably of
comparable importance to the energy loss by gluon radiation [Wicks 07, van Hess 06|,
the quantitative description of the suppression is still not satisfying. Furthermore, it
has been shown that the collisional dissociation of heavy meson in the medium may be
significant in heavy-ion collisions [Adil 07].

However, the theoretical models which include energy loss from charm only describe
the observed suppression reasonably well [Cacciari 05]. The observed discrepancy be-
tween the data and the model calculations could indicate that the dominance over D
mesons starts at higher p; as expected. Theoretical calculations implying perturbative
QCD (pQCD) have shown that the crossing point where bottom decay electrons start
to dominate over charm decay electrons is largely unknown [Cacciari 05, Vogt 08|.
Therefore, the relative contributions from charm and bottom meson decays to elec-
trons have to be determined separately. In Section 1.13 it is presented an experimental
disentaglement method of the contribution of the C' and B.



1.13 THE AZIMUTHAL ANGULAR CORRELATION METHOD 19

1.13 The Azimuthal Angular Correlation Method

In Quantum Chromodynamics (QCD), due to the flavor conservation, it is imposed
that the heavy quarks are produced in quark anti-quark pairs (namely c¢ and bb). A
more detailed understanding of the underlying production process may be obtained
from events in which both heavy-quark particles are detected. In addition, due to
momentum conservation, these heavy-quark anti-quarks pairs are correlated in relative
azimuth (A¢) in the transverse plane with respect to the colliding beams, leading to
the characteristic back-to-back oriented sprays of particles (di-jet).

F1G. 1.10: Fragmentation of a bb pair (left) and of a c¢ (right). Figures are taken
from [Mischke 09a].

We can consider the typical decays of ¢ and bb as they are shown in Figure 1.10.
This di-jet signal appears in the azimuthal correlation distribution as two distinct
back-to-back Gaussian-like peaks around A¢ = 0 (near side) and A¢ = 7 (away side),
shown in Figure 1.11. The correlation in their azimuthal opening angle survives the
fragmentation process to a large extent in p+p collisions. Studies exploiting the angular
correlations of pairs of high p, particles, have successfully been performed in order to
investigate on a statistical basis the properties of the produced jets [Arsene 05]. In the
current correlation method, the charm and the bottom production events are identified
using the characteristic decay topology of the jets. In particular, charm quarks (c)
predominantly hadronize to DY mesons via (1.19) while bottom quarks produce D° via
the intermediate B meson decay as in (1.20) [Amsler 08].

c — D'+X, B.R. = 56.5 + 3.2% (1.19)
b — B /B°/B°— D"+ X, B.R.=59.64+2.9% (1.20)
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The branching ratio for charm and bottom quark decays is given in (1.21)—(1.22).

¢ — e+ anything, B.R.=9.60% (1.21)
b — e+ anything, B.R.=10.86% (1.22)

While triggering on the leading electron (trigger particle), the balancing heavy quark,
identified by the D° meson through the hadronic decay (1.23), is used to determine
the underlying production mechanism (probe side).

D’ — K r, B.R. = 3.89% (1.23)
B — D°+X, B.R.=59.60% (1.24)
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FiG. 1.11: Leading order PYTHIA azimuthal correlation distribution of non-photonic electrons and
D mesons from charm and bottom contribution. Left: for like-sign e-K pair. Right:
for unlike-sign e—K pair. Figures are taken from [Mischke 07].

A charge sign requirement between the trigger electrons (e) and the decay kaon (K)
provides a powerful tool in order to separate events originating either from a c or a bb
fragmentation channel. As an example, in Figure 1.10 it is illustrated a schematic view
of the fragmentation of a bb (left) and a c¢ pair (right), respectively. The corresponding
azimuthal correlations (of the e-D°) are shown in Figure 1.11. Assuming that the
trigger lepton is an electron e~ coming from the fragmentation of a ¢ or b quark, the
partner charm quark has to be a ¢, therefore producing a pair K~7". The bottom
quark on the opposite side is a b which produces K7~ pairs via the dominant decay
mode (1.24). However there is another channel [Amsler 08|, less probable as stated in
(1.25) yielding adequately K~ n" pairs.

B — D'+ X, BR.=91% (1.25)
B~ — D'+ep, (1.26)
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In addition, both semileptonic B decays (1.22) and (1.26) are expected yielding ad-
equately: e” K~ and e" K™ pairs. As a consequence, the electron-kaon pairs with
opposite charge sign, called unlike sign (ULS), can prompt the identification of B de-
cays on the away-side of the azimuthal correlation distribution between decay electrons
and D° mesons. By requiring the like-sign (LS) e~ K pairs, it is possible to select the
bottom contribution on the near side and charm, as well as a small contribution from
bottom (~ 15%) on the away side of the e-D° correlation function. In Table 1.2, the
A¢ azimuthal correlation between e and D° along with the charge demand between
trigger particle (e) and kaon candidate (K), along with the probe side decay (D or D)
and the adequate C or B contribution are summarized. Requiring e-D° coincidence in
the same event significantly improves the signal to background ratio over either tech-
nique individually. Moreover, the decay electrons provide an efficient trigger for the
heavy-quark production events. The shape of the azimuthal correlation distribution
allows a more differential comparison between the charm and bottom contributions
owing to their different decay kinematics.

TAB. 1.2: Like Sign (LS, marked in blue) and unlike sign (ULS, in red) charge demand for the e—
K pairs and for various A¢ = ¢, — ¢ po azimuthal correlations, allowing the experimental
disentaglement of the contribution of C' and B fragmentation channel. The trigger side
along with the probe decay side for each case is also noted. In boldface it is marked the
dominant contributing source (fragmentation channel).

Ag: 0 180°
PAIR TRIGGER PROBE
e K7t (D°)
LS: ot bottom charm, bottom K+7— (DY)
e Ktrn~
ULS: ot n/a  bottom, charm K- rt
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Chapter

Experimental Aspects

In this chapter a description of the experimental facilities is given, in particular the Rela-
tivistic Heavy lon Collider, RHIC, along with the 4 experiments. Emphasis will be put on
STAR experiment with some brief description of the various sub-systems. The STAR Inner
Silicon Trackers will be presented insisting on the Silicon Strip Detector. Also some notions
of the recent and future upgrades that will take place in STAR experiment will be presented.
The chapter concludes by mentioning some basic elements of STAR vertex reconstruction
software.

2.1 The Relativistic Heavy Ion Collider

The Relativistic Heavy Ton Collider (RHIC) is located at Brookhaven National Lab-
oratory, Upton NY. RHIC has been operational since the summer of year 2000 and
measures 1.2km in diameter. A remarkable achievement in the field of high energy
nuclear physics, RHIC was the first machine ever being built with the capability of
colliding mixed species. RHIC can collide ion species as light as protons and deuterons
and as heavy as Uranium at a variety of energies. RHIC consists of two independent
accelerator storage rings with six interaction points and a system of superconducting
magnets. The acceleration of heavy ions is a complex process that unfolds in stages.
Since RHIC uses superconductivity (most of the RHIC components operate at temper-
ature close to the absolute zero, the RHIC ramp rate is relatively slow. It takes a week
to cool down the RHIC superconducting magnets from room to operating temperature
which is 4.2 K [Harrison 03]. Moreover, the accelerator is not a stand-alone machine,
it is part of a complex that includes other components—ion sources and initial accel-
erators (Linear Accelerator (LINAC)—is used in order to accelerate protons whether
Tandem Van de Graaff accelerators are used for heavier ions), electron-stripping foils, a
Booster ring, and the Alternating Gradient Synchrotron (AGS). Before reaching RHIC,

23
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Fi1G. 2.1: Layout of the RHIC facilities at Brookhaven National Laboratory. The locations of STAR,
PHENIX, PHOBOS and BRAHMS are clearly seen around the RHIC ring. Figure is taken
from [Sakuma 10].

the atoms are ionized and accelerated.

A brief description of the RHIC operation using Au atoms as an example follows:
The negatively charged " Au ions are produced in a source and accelerated into and
through the Tandem Van de Graaff accelerator, which has a terminal voltage of 14 M'V.
At the terminal the ions pass through the stripping foils, they lose their negative
charge and acquire a positive charge, which for gold ions is of +12 units. The ions are
accelerated from the terminal to ground potential, increasing their energy by 168 MeV
(at this point the energy of each Au ion is about 1 MeV /nucleon). As the ions exit the
Van de Graaff, they are stripped further and pass into the Booster via a transfer line.
In the Booster the ions are bunched into six bunches, they are accelerated further, and
as they exit the Booster, they are stripped of all except the K-shell electrons. After
this stage, the Alternating Gradient Synchrotron (AGS) receives the bunches from
the Booster, and gathers the ions into bunches. Each AGS bunch is equivalent to six
Booster bunches.

The next step is the acceleration and the transportation to RHIC with energy of
8.86 GeV per nucleon. Before entering RHIC, however, the ions are stripped of the
remaining electrons. The bunches can then be stored and further accelerated inside
RHIC. A second Tandem Van de Graaff accelerator is available to provide a second
species for asymmetrical collisions(such as the d+Au). For the injection of protons
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the proton Linear Accelerator (LINAC) is used. For the polarized proton program,
the challenge is to keep the beam polarized through out the acceleration process. To
maintain the desired polarization, two polarimeters and one partial Siberian snake are
installed to RHIC. From their source in the LINAC, the protons are inserted into the
Booster and then into the AGS. From there, at 25 GeV /particle, the beam is transferred
to RHIC. Both the ion and proton injection processes are illustrated in Figure 2.1.

At the end of the heavy ion injection, each RHIC ring holds a total of 6 x 10%°
particles. When the injection is performed with the light ions, this number may be
up to two orders of magnitude larger [Harrison 03]. Once the beams are inside the
RHIC, they travel inside the two rings in opposite directions. One ring is called blue
for reference, in it the beam travels in the clockwise direction as viewed from above.
The other ring is often referred to as the yellow ring. In the latter case the beam moves
in the counter-clockwise direction. Finally, in the pivot Table 2.1, it is summarized the
runs that were taken from the beginning of the operations until today.

In the near future RHIC will upgrade its aging Tandem Van de Graaff with an
Electron Beam Ion Source (EBIS) [Alessi 05]. This source and linac based pre-injector
can produce all ion species up to uranium, including noble gases and polarized *He.

2.2 The RHIC Experimental Areas

There are six interaction areas along the perimeter of RHIC. Four of these are used
for experimental reasons, the fifth by the collider-accelerator department (C-AD), and
the sixth remains vacant. As of today, two out of four experiment still are under
the process of data acquisition: PHENIX (Section 2.2.3) and STAR (Section 2.3).
Along with PHOBOS (Section 2.2.1) and BRAHMS (Section 2.2.2), they constitute
the ensemble of the experimental facilities at RHIC.

2.2.1 PHOBOS

Named after the larger of the two moons of planet Mars, PHOBOS* experiment has
as a goal to detect events where QGP may have been present. The experiment was
designed to measure particles with transverse momentum p, as low as 10 MeV /c. The
experimental apparatus, consists of fast Si pad detectors (covering in |n| < 5.4 as can
been seen in Figure 2.2). In addition the experiment is equipped with a TOF detector.
The trigger is provided by the paddle counters (16 scintillation detectors located around
the beam pipe in 3.2 < n < 4.5). The PHOBOS ZDC'’s are identical to what STAR
experiment is actually using and are described in Section 2.3.3. The PHOBOS col-
laboration has carried out measurements of particle multiplicity, particle/anti-particle

*Initially the name proposal for the experiment was MARS: Modular Array for RHIC spectroscopy,
but was soon rejected.
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TAB. 2.1: Colliding nuclei species for the different RHIC runs throughout the years 2000-2009.
Luminosity values are taken from [Dunlop 08a].

INTEGRATED
RUN YEAR COLLIDING SPECIES BEAM ENERGY LUMINOSITY
[GeV /u] [pb™ ]
27.9 <107°
I 2000 AutAu P 20 106
p+p 1.4
I 2001-2002 A 100.0 958 - 106
A 9.8 0.4.10°6
d+Au 73.10-3
I 2002-2 100.0
0022003 - .
3740 - 10~
IV 20032004 AutAu 100.0 6710
p+p 7.1
11.2 0.02-10-6
Cu+Cu 100.0 42.10- 107
Vo 2004-2005 31.2 1.50- 103
. 100.0 2.5
pTp 204.9 0.1
100.0 03.3
Vi 2006 pp 31.2 1.05
VII 20062007 AutAu 100.0 7250 - 10~
10-3
VIII 20082009 d+Au 100.0 33.95- 10

p+p 2.5
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ratios and collective flow [Back 03]. As of the year 2005, the collaboration has seized
its operation [Franz 06].
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Fi1G. 2.2: Left: Geometrical acceptance of PHOBOS Silicon Detectors. Right: Overview of PHO-
BOS experiment. Figures are taken from [Back 03].

2.2.2 BRAHMS

Forward Spectrometer
23<0<30

Mid Ropidity Spectrometer
0<0<95

Fi1G. 2.3: Overview of BRAHMS Experiment. Figure is taken from [Adamczyk 03].

The Broad Range Hadron Magnetic Spectrometer (BRAHMS) [Adamczyk 03], serves
to measure the particle spectra (such as p*, K* and 7%). The specific experiment has
two separate movable spectrometer arms for the high and the low transverse momentum
p+ particles. It consists of the Forward Spectrometer (FS) at Mid Rapidity Spectrom-
eter (MRS), as seen in Figure 2.3, situated at 2.3° and 90° with respect to the beam
axis. The particle identification (PID) is performed with the standard spectrometer



28 2. EXPERIMENTAL ASPECTS

components like the Time of Flight (TOF), threshold and ring-imaging Cherenkov de-
tectors and tracking devices like drift (DC) and time-projection (TPC) chambers. The
TPC’s are of standard design with 21.8 cm drift and electric field of 229 V/cm using
Ar/COq, (90:10) and STAR front-end-electronics (FEE). The DC’s have 10 layers with
x, y pattern and a £18° wire planes using a Ar/Cy4H;o (67 : 33) gas mixture with a
9°C alcool bubbler.

2.2.3 PHENIX

The Pioneering High Energy Nuclear Interaction experiment (PHENIX), is a com-
pound detector primarily oriented to perform electromagnetic probes. The various
sub-detector systems are able to capture hundreds of heavy ion events per second,
10 kHz [Adcox 03]. The rare probes as a sign of the QGP formation, is the PHENIX
physics goal. The apparatus consists of two large central arms, positioned symmetri-
cally on equidistant sides, of the beam line. As it can be seen in Figure 2.4, there are
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Fi1G. 2.4: Views of the PHENIX experiment. Left: Beam-view. Right: Side-view Figures are taken
from [Adcox 03, Franz 08].

two muon forward spectrometers, covering 1.1 < |n| < 2.2. They consist of a muon
tracker (consecutive layers of drift chambers) and a muon identifier (absorber made of
steel and layers with streamer tubes [Adcox 03, Franz 08] of Iarocci type [larocci 83].
PHENIX possesses two calorimeters in PbSc (Lead-Silicon) and PbGI (lead-glass) as
can be seen on the left side of Figure 2.4. They serve to reconstruct the 7° and 7 neu-
tral mesons. In the central arms, the particle identification is being performed where
particles such as (e®, 7 with p; up to 4 GeV/c) are detected using the Ring Imaging
CHerenkov (RICH). For the 7%, K= up to p, = 1.5GeV /c and the p* up to 3.5GeV /c
the Time of Flight (TOF) serves for their identification [Adcox 03, Franz 08|. In addi-
tion, the muon arm serves to identify the of the charmed particle J/¢ and in particular
its muonic decay J/1¢ — putu.
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2.3 STAR Overview

The Solenoidal Tracker at RHIC experiment, is a collaboration that consists of 616
physicists from 52 institutions in 12 countries. An overview of the apparatus is shown
in Figure 2.5. STAR experiment excels in measuring hadron production over a large
solid angle. It features detector systems for the high precision tracking, momentum
analysis, and particle identification at the center of mass rapidity.
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Fi1G. 2.5: Overview of the STAR experiment. The z axis is parallel to the beam direction, and at
z = 0 the TPC membrane is situated as depicted by the vertical line. Figure is taken
from [Sakuma 10].

The major subdetector is the large TPC serving for tracking and particle identifica-
tion (PID) together with the 3 layer silicon vertex tracker (SVT), and a single layer sili-
con strip detector (SSD). The electromagnetic calorimetry surrounds the TPC, namely
the Barrel Electromagnetic Calorimeter (BEMC), described in Section 2.16. The track-
ing of approximately 2000 charged particles per central event in the TPC is performed
by the application of a Kalman Filter |Liko 92| and Hough transform which points
the tracks back to the SVT/SSD, Section 2.8. Finally the smaller angles are covered
by two small forward TPC’s (Section 2.13) with a radial drift. In addition, the new
STAR upgrades such as the FGT and the HFT that will allow the improvement on the
measurement and the opening of a window to new physics.
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2.3.1 The Trigger System
The STAR trigger system consists of the Zero Degree Calorimeter (ZDC), the Central

Trigger Barrel (CTB) and the Electromagnetic Calorimeter (EMC). The EMC can
be used to select events with rare probes, or electrons from J/¢ and T decays. The

trigger is used in order to select peripheral, central, or events that contain high energy

Al

particles in A+A collisions.
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Fi1G. 2.6: Overview of STAR Trigger System. Figure is taken from [Judd 03].

2.3.2 The Trigger Levels

The 3 trigger levels of STAR experiment provide a decision in order to classify the

corresponding event. In particular:

i. The CTB along with ZDC form the level L0 of decision. The coincidence of signals
in ZDC along with the RHIC clock, are used in order to deduce the exact time
of the bunch crossing. This trigger decision is fast: 1.5 us. If this trigger level is
satisfied, the CTB signal is used to extract the multiplicity. An event that passes
L0, triggers the response of the other detectors and their signal is also taken under

consideration.

ii. The level L1 corresponds to the time that the electrons drift in the TPC volume.
The time that this level needs is of the order of 100 us.

iii. The next level of decision is L2 and it is used by the fast detectors. During this
time (10ms), the digitization of the TPC tracks is being performed.
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iv. Finally the L3 is the online track reconstruction. Its total duration is 200 ms. An
estimation of the vertex position is also being done during this period of time, and a
particle identification of the high p. particles is being performed as well [Adler 03].

2.3.3 The Zero Degree Calorimeter
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Fi1G. 2.7: Left: Transverse view of the collision region depicting the interaction point, the beam
pipe as well as the Zero Degree Calorimeter. Right: Detail of ZDC modules. Figures are
taken from [Adler 01].

Located at a distance of 18 m from the origin of axis z (in both sides), as shown in
Figure 2.7, the Zero Degree Calorimeters (ZDC), serve as the Minimum Bias Trigger
and contribute to the deduction of the centrality in heavy ion collisions [Adler 01].
Their dimension is only 10cm wide. In particular, the dipole magnet Dx situated at
10 m serves in order to deflect the charged fragments of the beam, as shown in the
upper left part of Figure 2.7. Since neutrons are not affected by the presence of the
magnetic field, and due to their forward rapidities, they carry a large probability that
are not by products of the collision. The detector layout as shown in Figure 2.7, is made
of 3 modules. Each module consists of Tungsten absorber layers and Cherenkov fibers
with a total length of 0.7m, able to measure the energy of the neutrons emitted as
fragments after each collision in 2.5 mrad acceptance around the beam pipe [Adler 01].
The accumulated measured energy is proportional to the neutron multiplicity, thus
giving a measurement of the collision geometry, hence the deduction of centrality. In
addition, the same type of the ZDC modules are placed in all four RHIC experimental
facilities, monitoring the beam luminosity.
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2.3.4 The Beam Beam Counters

The STAR Beam-Beam Counters (BBC) are located at a distance of z = £3.7m
from the central TPC membrane at z = 0, outside of the pole-tip of STAR magnet.
Each BBC module is divided in two areas: inner and outer. The former of radius
between 9.6 cm to 48 cm covers 3.4 < |n| < 5.0, when the latter is located between
38 cm and 193 cm covers 2.1 < |n| < 3.6. Their main purpose is to serve as a trigger in
collisions where the use of ZDC (cf. Section 2.3.3) is impractical (e.g. in p+p collisions).
They consist of 18 large hexagonal scintillation tiles as shown in Figure 2.8 which are
connected to the Photo-Multipliers (PMT). The inner part of each BBC is constructed
by small tiles made of scintillating material and a coincidence in at least one of the 18
small inner tiles on both sides, provides a trigger for p+p collisions. The BBC’s can
be also used for vertex position determination. In particular, the comparison of the
time of arrival between East and West, can determine the vertex z position. Also, let
us note that large values in time of flight are associated with the passage of beam halo
and the corresponding trigger is being rejected.

F1G. 2.8: Schematic depiction of a STAR Beam-Beam Counter. The beam pipe can be seen depicted
by the letter B, in the center of the image. Figure is taken from [Bieser 03].
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2.3.5 The Central Trigger Barrel

The Central Trigger Barrel [Bieser 03| surrounds the TPC Barrel and covers in pseudo-
rapidity |n| < 1, as shown in Figure 2.5. It consists of an array of 240 scintillator slats
covering 27 in azimuth |Bieser 03], as shown in Figure 2.9. The signal of each slat is
proportional to the number of particles that traversed it. The CTB along with the
ZDC (cf. Section 2.3.3) served as a quick method of the multiplicity determination,
without the intervention of the time-consuming event reconstruction. It does succeed
to perform so, by counting the charged particles emerging from the point of interaction.
In particular, just by using the ZDC and CTB information, e.g. minor energy deposits
in the ZDC and large amount of counts in the CTB, indicates a collision with small
impact parameter (cf. Section 1.10) that occurs during central events. In the contrary
case, where the amount of deposit is large in the ZDC and few counts are recorded in
the CTB, the collision is characterized as peripheral, therefore with a large value of the
impact parameter. The year 2007 was the last operational period for the CTB.
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Fi1G. 2.9: Left: View of STAR Central Trigger Barrel that serves as a trigger. Right: Detail of the
CTB module. Figures are taken from [Bieser 03].

2.4 The Physics of Semiconductors

As in other solids, the electrons in semiconductors can have energies only within certain
bands (i.e. ranges of levels of energy) between the energy of the ground state, corre-
sponding to electrons tightly bound to the atomic nuclei of the material, and the free
electron energy, which is the energy required for an electron to escape entirely from the
material. The energy bands correspond to a large number of discrete quantum states
of the electrons. Most of the states with low energy are full, up to a particular band
called the valence band. Semiconductors along with insulators are distinguished from
metals because the valence band in the semiconductor materials is nearly filled under
usual operating conditions. This requirement can cause more electrons to be available
in the conduction band which is the band immediately above the valence band. The
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ease with which electrons in a semiconductor can be excited from the valence band
to the conduction band depends on the gap between the bands, and it is the size of
this energy band gap that serves as an arbitrary dividing line (roughly 4 eV) between
semiconductors and insulators. Finally the gap band is the energy difference between
the top of the valence band and the bottom of the conduction band in insulators and
semiconductors. It is possible to modify the balance between the electrons and holes
population in a silicon crystal lattice by embedding to the crystal, atoms of other el-
ement. This technique is called doping. In particular, atoms with one more valence
electron than silicon can be used to produce the n-type semiconductor material, which
adds electrons to the conduction band, resulting to the enchancement of the number
of electrons.

A
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*+—— Band gap

‘\ Valence

bands

Fi1G. 2.10: Sketch of the semiconductor energy bands.

2.5 The Semiconductor Doping

On the other hand atoms with one less valence electron can be used in order to result in
p-type material. In the latter type material, the number of electrons trapped in bonds
is higher, thus effectively increasing the number of holes. In doped material, there is
always an excess of one type of carrier compared to the abundance of the other. The
type of carrier with the higher concentration is called a majority carrier while the lower
concentration carrier is called a minority carrier. The amount of impurity, or dopant,
added to an intrinsic (pure) semiconductor can differentiate the level of conductivity.
Doped semiconductors are also often referred to, as extrinsic. Let us examine the case
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n-doped silicon p-doped silicon

Fi1G. 2.11: Sketch depicting the n (left) and p (right) doping in silicon.

of silicon, a tetravalent element, which is doped with other elements that have 3 or
5 valence electrons. In this manner charge carriers in a quasi-free energy state are
created.

2.5.1 The n-doping

A pentavalent dopant is called donor Figure 2.11 (left side) because one of the valence
electrons is in a relatively loose bound state. The supplementary ionised electrons can
create holes in every atom of the dopant. The holes not being able to move in the
region, force a valence electron to migrate towards the energy state of a free electron of
the dopant material, making available energy sum of Fg. Overall, the doping has two
effects. First of all it creates an asymmetry between the charge carrier. In the case of a
doping with an element V of the periodical table, the carriers are the electrons when at
the same time the holes are the minority. As a global effect, the material conductivity
is enhanced.

2.5.2 The p-doping

In the case of the doping using a trivalent atom Figure 2.11 (right side), an acceptor
is introduced over the higher energy level of the valence energy band. The conduction
process is performed primarily via the holes, e.g. a valence electron can create a hole in
the valence band that is free to move. The conductivity of the doped semiconductors is
a lot more enhanced than that of the intrinsic ones. The usage of the such a material
for particle detection purposes, could not have been attained, had it not been for the
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pn junction presenting a relatively low conductivity. The latter will be the topic of
discussion of Section 2.6.

2.6 The Inversed PN Junction
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Fi1G. 2.12: PN Junction. Left: In forward bias. Right: In inverse bias.

Let us consider a n-type crystal, with a concentration Np of atoms-donors. Also
let us call N4 the concentration of atom-acceptors. In this zone where, Ny > Np
the conduction is performed by the holes that drift in the n region leaving the atom
acceptor —where they originate— with negative charge. In the same way, electrons
coming from a n region, will drift towards the p region, resulting in positive atom
donors. The intermediate zone p-n contains no more drifting charges, cf. Figure 2.12,
thus called space charge region or depletion layer. The above procedure has as a result,
the creation of ionized zones. In the zone of contact of n-p there are no more volatile
charges, thus calling it deserted. In addition, due to the separation of different species
of charges, an electric field is created. In the state of (thermal) equilibrium, and in
the absence of an external electric field, there is no diffusion of holes and electrons.
Obeying to the Fermi-Dirac statistics, the chemical potential for the two zones are
equal. The difference of energy levels of the Ev (p-type) and E¢ (n-type) is around
1eV that the external field has to overcome. Therefore the applicable voltage is of the
order of few Volts region and the deserted zone extends to a few microns. In order
to augment the number of carriers in the silicon, an external field is to be applied
(potential V,,,) between the p and n regions, thus talking about inversed voltage, in
the deserted region.
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2.7 The Semiconductors in Particle Detectors

Materials like Silicon and Germanium, can be used in order to detect charged parti-
cle. In particular, when a charged particle passes through the semiconductor medium,
electron-hole pairs are generated Figure 2.13, which later on are collected by the ap-
plied electric field. Due to their density, semiconductors, offer a greater stopping power
than gaseous. An extra advantage of the semiconducting over the gaseous detectors is
that the energy for the creation of an electron-hole pair is around 10 times smaller than
the gas ionization [Leo 92|, allowing an increased energy resolution. Except for silicon,
in general these detectors require cooling, in order to operate, to low temperature. Also
due to their crystalline material structure, they are severely affected by the radiation
damage, yielding in a limited long term use.
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FiG. 2.13: Cartoon of a charged particle passing through the SSD module creating pairs of electrons
(e7) and holes (ht).

2.8 The STAR Inner Silicon Detectors

The Inner Silicon Tracking system of STAR experiment, consists of the Silicon Vertex
Tracker (SVT) and the Silicon Strip Detector (SSD), as seen in Figure 2.14. The
detector was included in the runs for years 2004 to 2007. Both detectors have served the
strangeness physics program |Timmins 09a|, and oriented towards the physics of charm.
The alignment and the drift velocity calibrations were re-visited to see if it is possible
to perform direct D-meson measurement and whether the B-meson tagging is feasible.
Finally, the ensemble of the silicon detectors, will be substituted by one of the future
STAR upgrades: the HFT (cf. Section 2.22), keeping the SSD as the third layer.
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F1G. 2.14: Schematic depiction of the Inner Silicon Detectors of STAR. Left: Inside the beam cone.
Right: Beam view (zy). Figures are taken from [Suire 01].

2.9 The Silicon Vertex Tracker

In order to improve the tracking of the low transverse momentum (p, < 150 MeV /c)
particles and detection of short-lived hadrons such as strange baryons and K3, STAR
experiment is equipped with a tracker that sits close to the beam pipe and has high
resolution, 25 um for space points and 500 pm for a two-track resolution. The Silicon
Vertex Tracker (SVT) shown in Figure 2.14, consists of three cylinder layers of silicon
drift detectors with their inner boundaries at distances » = 6.37, 10.38 and 14.19 cm
from the center of the beam pipe. The SVT consists of 216 p-type 6.3 x 6.3 x 280
([W [em] x L [em] x H [um]) silicon wafers [Bellwied 03], distributed as follows:

1% layer: 8 ladders (4 wafers);
2" Jayer: 12 ladders (6 wafers); and
3™ layer: 16 ladders (7 wafers);

Each detector’s layer is relatively thick (1.5 X) and the intrinsic spatial resolution is
or—¢ < 80pm and o, < 80pum. Each wafer is divided into two halves by a central
cathode to minimize the drift distance for the electrons (Figure 2.15).

The electrons drift to the nearest anode, located at opposite ends of the silicon
wafer. There are 240 anodes in each drift direction. The electron drift speed at the
maximum applied anode voltage of 1500 V (which corresponds to a field of approxi-
mately 500 V/cm) is 6.75 pm/ns, yielding a maximum drift time of 4.5 us [Bellwied 03].
The SVT combines two principle of detection: semiconductivity and ionization, both
of which are discussed in Sections 2.4 and 2.11.
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Fi1G. 2.15: The STAR Silicon Vertex Tracker. Left: Sketch of the detector in transverse view.
Figure is taken from [Matis 95]. Right: z view, installed inside the STAR beam cone.
Figure is taken from [Fisyak 07].

2.10 The Silicon Strip Detector

Then main purpose of the SSD, is to provide an intermediate, non-drifting point for
track matching between the TPC and the SV'T. The Silicon Strip Detector was partially
installed for Run IV, and used for the physics analysis Cu+Cu dataset at /s, =
200 GeV (run V) data. It consists of 20 ladders of 100.60 cm in length and radius of
23 cm, (cf. Figure 2.16), covering a full azimuth and |n| < 1.2. Every ladder consists of
16 wafers, and each wafer of two sides, p and n-type. Every side of each wafer has 768
Si strips, resulting in a total detection material surface of ~1m?. The orientation of
the strips can be seen in Figure 2.17. The pitch (95 pm) which is the distance between
the strips, is chosen taking into account the accuracy of position measurement and the
number of the read outs channels. Also the stereo-angle between the p and n-strips:
is 3b mrad. Finally, the intrinsic resolution of the detector is 30 um for the transverse
and 860 ym in the z-direction.

When a minimum ionizing particle (MIP) traverses the 320 yum of the Silicon (Fig-
ure 2.13), loses approximately 84 keV. This energy is spent in the creation of approx-
imately 23000 electron-hole pairs. The role of the SSD is to serve as an intermediate
associative layer between the SVT and the TPC hits. In particular SSD will enhance
the efficiency of the inner tracking ability, allowing a more precise measurement of the
tracks emerging from the primary vertex. In addition to the above, the SSD can help
the reconstruction of the strange particles from a secondary vertex, such as K2, =%,
A and QF. The PN inversed junction, Section 2.6 is used as the detection module
which is kept under electric tension of couple of tenths of Volts. In Table 2.2 the
characteristics of the detector are summarized.
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F1G. 2.16: Left: The SSD placed around the STAR beam cone. Right: Cartoon depicting one SSD

ladder. Figure is taken from [Arnold 03].

TAB. 2.2: SSD characteristics and operation values. Values taken from [Arnold 03].

Summary of the SSD characteristics

Radius
Ladder length
Acceptance
Numbers of ladders
Numbers of wafers per ladder
Total silicon surface
Total number of wafers
Number of strips per side
Number of sides per wafer
Wafer dimensions [L x W x H]|
r—¢ resolution
z resolution
Operating voltage

23 cm
106 cm
In| < 1.2
20
16
0.98 m?
320
768
2
73 x 40 x 15 [mm]
20 pm
740 pm
20-50V
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2.10.1 The SSD Module

As mentioned above, the SSD is composed of 20 frame carbon structures as shown in
Figure 2.16. Each one, supports 16 detection modules. A module is the basic element
of the SSD and integrates a silicon wafer and its front-end electronics. The Si detector
module is composed of:

i. A double sided silicon strip detector;

ii. 768 micro-strips per side of the detector;
iii. 95 mm pitch;
iv. 35 mrad stereo angle between p and n side;
v. 4 cm of strip length; and
vi. two hybrid circuits.

42 mm
/M STRIPS P /—\ \

Costar

75 mm
Carbon Stiffener
_~=arbon Stillener

/¢

STRIPS N 7 Beam

Silicon Wu('ex/

Fi1G. 2.17: Left: Sketch of the SSD module. Right: Stereoscopic view of the p and n strip orienta-
tion inside a SSD module. The beam axis (z), along with the local coordinate system in
r—¢ as well as the dimensions and the pitch of the module, are clearly shown. Figures are
taken from [Martin 02].

In addition, each hybrid circuit, is composed of:
i. One flexible circuit (made of kapton and copper) glued on a carbon fiber stiffener;
ii. 6 analog readout chips: A128c; and

iii. 1 multi-purpose control chip dedicated to temperature measurements, low and high
voltage monitoring called COSTAR.

The connection between the strips on the detector and the analog inputs of the
A128c chips, is ensured by a tape automated bonding (TAB). This bumpless technology
is based on a kapton microcable onto which the copper strips are printed. The flexibility
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of the cable allowing the folding of the hybrids circuits on top of the detector in order
to make the detection module very compact. Furthermore, this cable plays the role
of pitch adaptor between the 95 mm pitch of the detector and the 44 mm pitch of the
chips on the hybrid circuit. The tape is also used to connect the A128C chips to the
hybrid circuit.

SSD Pulsers

For calibration purposes of the read out electronics, a pulser generator for every A128C
circuit is being used [Germain 02|. This generator allows the injection of a signal to
every pre-amplifier allowing the simulation of a modifiable charge signal.

2.11 Emergy Loss by Ionization

Charged particles when passing through a medium, will lose energy by ionization, that

will be transferred to the knock-on electrons. Namely the stopping power —% as
predicted by the (2.1).
dE Z 1 [1. 2m.c?B%92T, 52
— =K==l c e 2.1
dr A 2™ T =3 (2.1)

where:

z is the charge of the particle (expressed in units of g);

Z and A are the atomic number and atomic mass of the absorber;
me is the mass of the electron;

¢ is the speed of light in vacuo;

I is the average ionization energy of the material;

Traz 18 the maximum kinetic energy that a free electron can obtain within an interac-
tion;
0 is a correction based on the electric density; and

B~y = p/mc , where p is the momentum of the particle and m its mass.

Let us also note that (2.1) is valid for charged particles heavier than electrons, and
lighter than atomic nuclei (valid until « particles), because of the presence of the
supplementary energy loss mechanisms. The electron case present the bremsstrahlung,
emission of electromagnetic radiation arising from scattering in the electric field of the
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nucleus. It is considerable for the case of electrons and positrons, since the emission
probability varies as the inverse square of the particle mass [Leo 92|. The case of the
atomic nuclei, exhibits additional difficulty, since the effective charge has to be taken
into account.

2.12 The Time Projection Chamber
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FiG. 2.18: The STAR Time Projection Chamber. Left: The dimensions are 4.2m in length (z
direction) and inner and outer sectors are situated at 0.5 m and 2 m respectively. Right:
TPC Endcap. Figures are taken from [Anderson 03].

The main tracking device at STAR is the Time Projection Chamber as it is sketched
on the left of Figure 2.18, covering a full azimuth (27) and |n| < 1.8. It serves to mea-
sure the track momentum by energy loss, due to the ionization of the gas. Surrounded
by a uniform magnetic field along the z direction, the latter can be tuned to either
Reverse or Forward field depending on the orientation (—z or +z respectively) and to
Half or Full Field depending on the magnitude of the magnetic field, 0.25T or 0.5T
respectively. The dimensions of the TPC are 4 m in diameter, 4.2 m in length cylinder.
At distances z = £210 cm the read-out pads cover a radial distance r of (50, 200) [cm]
from the center of the beam pipe. Also the inner TPC field cage is located at 50 cm.

The electrons’ drift speed is relative slow (5.45cm/us) and for high luminosities
this can lead to pile-up events cf. Section 2.12.1, since the rate of STAR is 0.1 kHz.
The central membrane acting as a cathode is held at —28kV when at the same time
the outer field cages are grounded thus generating an electric field of 135V /cm in
the z direction. Each side, is divided into 12 sectors, as shown on the right side of
Figure 2.18, that are equivalently divided into 45 padrows, 13 on the inner subsector,
equipped with smaller pads (2.85 x 11.5 [mm]) and 32 rows of larger (6.20 x 19.5 [mm])
pads on the outer subsector.
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As the charged particles emerging from the collision point, are passing through the
gas, the knock-on electrons are accelerated towards the anodes (endcaps). Before actu-
ally hitting the read-out board (RDO), there are Multi-Wire Proportional Chambers
(MWPC) where the avalanche takes place. In particular one drift electron is able to
produce some thousands of avalanche electrons, and the latter ones finally are detected
from the RDO’s, as an enhanced signal.

For a given track (represented by a heliz, cf. Appendix D.1) of a charged particle in
a uniform magnetic field B along z-axis, the magnitude of the transverse momentum
p+ is given by the following handy formula (cf. Appendix D.3):

pr = 0.3BRq [GeV/c] (2.2)

where ¢. is the absolute particle’s charge value (expressed in units of the electron
charge) and R it’s radius of curvature in m. The magnitude of magnetic field, B, is
expressed in T. The total momentum is calculated using this radius of curvature and
the angle that the track makes with respect to the z-axis of the TPC. This procedure
works for all primary particles coming from the vertex, but for secondary decays,
such as A or K, the circle fit must be done without reference to the primary vertex.
Energy loss in the TPC gas is a valuable tool for identifying particle species. It works
especially well for low momentum particles but as the particle energy rises, the energy
loss becomes less mass dependent and it is hard to separate particles with velocities
v > 0.7c. STAR is designed to be able to separate pions and protons up to 1.2 GeV/c,
Figure 2.19. This requires a relative % resolution of 7%. The gas that is contained
in the TPC, is a mixture of Ar and CHy in a 90 : 10 proportion, called P10, kept
under pressure of 2mbar over the atmospheric in order to prevent the possibility of
contamination of the gas ingredients [Anderson 03|. The principle of detection that
TPC is using is described in detail in Section 2.11. Finally let us also mention the
spatial resolutions for the —¢ and z components

i. cDCAy, =600 um and cDCA, = 1200 pm for the inner sectors; and

ii. cDCAy, = 1200 pm and 6DCA, = 1600 um for the outer sector.

2.12.1 The TPC Cluster Reconstruction

After the collision takes place, the ionization clusters are found, separately in z, y and
z coordinate space |[Anderson 03|. The x and y positions of a hit are found by fitting
a Gaussian to the distribution of the pixel clusters located at a given pad. In order to
measure the z position of a hit, one needs to know the distance traversed by the electron
cloud and the drift velocity at the time of drift. The drift velocity is calculated using
calibration data available from daily laser runs (cf. Section 2.12.2), while the distance
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Fi1G. 2.19: Energy loss distribution for primary and secondary particles in the STAR TPC as a
function of the momentum p of the particle track. Figure is taken from [Anderson 03].

drifted by the electron cloud is calculated by measuring the time of arrival of the
electrons on the pad in time buckets and then weighting the average of these by the
number of electrons collected in each bucket. The drift velocity is monitored by laser
system with precision 2 - 10™* providing systematic error in z direction of 400 um at
the maximum drift length (2m) [Fisyak 07]. Once the track is found, the total 2£ of
the particle can be calculated by using all padrows that were affected by the particle’s
passage. The length over which the energy loss occurred is calculated after taking into
account the dip and the crossing angle which are the angle between particle momentum
and the direction of the electron drift, and the angle between particle momentum and
the read-out plane, respectively. Let us also note that the reconstructed tracks are
classified into primaries and globals (cf. Appendix E) depending on whether the point
of the primary vertex was taken into account concerning the reconstruction of the
track [Pruneau 03].

Pile-Up

The slow drift speed in the TPC, leads to a low event rate 0.1kHz for STAR as
compared to 10kHz for PHENIX |Franz 08]. Pile-up occurs when the collision rate
starts to become comparable with the electrons drift time in the TPC. This effect
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leads to events from previous bunch crossings being recorded with the event from the
triggered bunch crossing. In Figure 2.20 it is shown a different set of cases of pile-up.
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FiG. 2.20: Cartoon depicting Pile-Up events, with the vertex in blue is constructed from the
collision that fired the trigger, while the vertex in red is a pile-up vertex. (a): after, (b):
before and (¢): same bunch crossing. Figure is taken from [Reed 09].

The pile-up collision for (a) occurred after the triggered collision (post-crossing), which
means that the tracks associated with the triggered collision had already drifted away
from the TPC Central Membrane. In (b) the pile-up collision happened before the
triggered collision, so the tracks from that collision had already started to drift down
the TPC when the trigger was fired, and in (c¢) shows within bucket pile-up, where
both collisions happen within the same bunch crossing. Finally, let us mention that
the pile-up conditions are manageable for high-multiplicity events, where the primary
vertex can be reconstructed and the tracks sorted out. However, in low-multiplicity
collisions such as in p+p, pile-up can become a problem.

2.12.2 The TPC Laser System

The STAR Physics program demands a 10% momentum resolution for p, = 10 GeV/c,
which is translated in a resolution of ~200 ym and an error in the z direction not more
than 1000 pm. The UV laser system of the TPC, serves in order to have an updated
image of the TPC concerning the value of the drift velocity and the morphology of the
detector [Abele 03]. There are many factors that can interfere, such as:

i. Variation in drift velocity caused by gas mixture, temperature, pressure and electric
field variation;

ii. detector misalignment in the magnet;

iii. radial inhomogeneities of magnetic and electric field;
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iv. space charge build-up due to high multiplicity, especially in Au+Au collisions; and
v. TPC endcap displacement and inclination.

The Nd-YAG laser! of wavelength A = 266nm allows to simulate the passage of a
MIP track, by ionizing the gas’ organic substances, (abundance in ~p.p.b) via the two
photon process.

2.13 The Forward TPC Modules

Situated at 162.75 < |z| < 256.75 cm position from the interaction point zo = 0, the two
Forward Time Projection Chambers (FTPC) [Ackermann 03| provide an extension of
STAR tracking ability in the region of 2.5 < |n| < 4.0. As it can been seen in Figure 2.21
each module presents a cylindrical symmetry around the z axis. The length of each
detector is 120 cm and its diameter is 75 cm. The drift region is extended up to 23 cm.

STAR - FTPC

AL STRUCTURE

FRONTEND
ELECTRONIC

HV ELECTRODE
PAD READOUT

FIELD CAGE
FOIL WINDOW

F1G. 2.21: Perspective of STAR FTPC. Figure is taken from [Ackermann 03].

Although the principle of detection is similar to the TPC, as described in Sec-
tion 2.11, there is a difference between the two detectors. In particular the drift
velocity of the electrons in the FTPC is perpendicular to the STAR magnetic field,
since in FTPC E L B, where in TPC E || B. The radial drift configuration was
chosen to improve the two-track separation in the region close to the beam pipe where
the particle density is highest. The radial drift field as well as the readout chambers
are mounted on the outer cylindrical surface. The FTPC is capable to reconstruct
all charged tracks (~1000) traversing the detector in a central Au+Au collision. The

fneodymium-doped yttrium aluminium garnet Nd: Y3Al501
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selection of the FTPC gas was done taking under consideration the low coefficient of
diffusion for the electrons. The mixture of Ar/CO, was finally chosen [Ackermann 03]
in 50:50 proportion.

2.14 The STAR Calorimetry

The ensemble of the Barrel (BEMC) along with the Endcap Electromagnetic Calorime-
ter (EEMC), consist the main system that perform the calorimetry in STAR. The
BEMUC is effectively used to identify electrons, including single electrons as a result
from heavy quark decay, neutral pions 7° and photons v [van Buren 08].

TIPS

<

A

shower

Fi1G. 2.22: Left: Photo of STAR Endcap Electromagnetic Calorimeter inside the STAR experi-
mental hall. Right: The half part of the total 720 towers. The towers are projective,
with edges aligned with the center of the beam intersection region, 2.7m distant along
the z-axis from the EEMC front face. Towers span A¢ = 0.1 in azimuthal angle,
and varying size in pseudorapidity An = [0.057,0.099]. Each tower has 23 layers of
lead /stainless steel absorber interleaved with 24 layers of plastic scintillator. Figures are
taken from [Allgower 03].

2.15 The Endcap Electromagnetic Calorimeter

The greatest demand for such forward calorimetry arises from the program of exper-
iments to be carried out with colliding polarized proton beams at RHIC. One of the
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most important goals of this program is to determine the helicity preference for glu-
ons Ag(x) inside the polarized proton, as a function of the fraction z, of the proton’s
momentum carried by the gluon, and to constrain strongly the net gluon contribution
to the proton’s spin, given by the integral of this quantity over z, |Allgower 03]. The
gluon polarization can be probed in quark-gluon Compton scattering, by the longitu-
dinal spin correlations, the difference divided by the sum of cross sections for equal
versus opposite beam helicities—for direct photon production at transverse momentum
transfers p, > 10 GeV/c. The Endcap Electromagnetic Calorimeter [Allgower 03] cov-
ers 1 < n < 2, as can be also seen in Figure 2.5. It includes a scintillating-strip shower
maximum detector in order to provide 7/~ discrimination and preshower and post-
shower layers in order to provide the separation between electrons and charged hadrons.
At the energies of interest, the most probable lab-frame opening angle between the two
photons ¢ = 2sin™! Tg—’f can be as small as 10 mrad [Bland 99].

The choice of a traditional Pb/plastic scintillator for the EEMC towers shares the
same technology with the ones of the BEMC. Let us also note that due to the focus on
p+p analyses rather than A+A, the demand on tower segmentation is less constrained
when compared to the STAR BEMC (Section 2.16). The mesons are produced via
significantly larger cross sections than the direct photons, as a part of the fragmentation
of hard-scattered quarks and gluons. It is therefore essential for the EEMC to have a
Shower Maximum Detector (ESMD), to further distinguish single photons from photon
pairs. Placed at about 5 radiation lengths (Xj) inside the EEMC, the SMD is a specially
configured layer designed to provide the fine granularity crucial to distinguishing the
transverse shower profiles characteristic of single photons vs. the close-lying photon
pairs, organized into orthogonal v and v planes. The active material of the ESMD is
the plastic scintillator. Such a design and similar techniques have been developed by
the DO collaboration [Adams 96] for use as a tracking preshower detector. The SMD
is made of extruded polystyrene based scintillator strips. Finally the energy resolution
is given by (2.3).

12

N [GeV] 2[4 2

2.15.1 The Endcap Pre Shower Detector

There are two preshower and one postshower readouts from the layers of the endcap
towers. The calibration is achieved by using the MIP signals.

2.16 The Barrel Electromagnetic Calorimeter

The Barrel Electromagnetic Calorimeter |[Beddo 03] is located inside the magnet and
covers a full azimuth and |n| < 1 matching the TPC acceptance. The calorimeter is
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divided into two barrels covering —1 <17 < 0 (East) and 0 < 5 < 41 (West). Inner and
outer radii are 223 cm and 263 cm, respectively. The length of the detector is 293 cm
along the z-axis. Every barrel is segmented in azimuth, in 60 modules, each module is
of approximately 26 cm wide and covers 6°, as shown in Figure 2.23.
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FiG. 2.23: STAR Barrel Electromagnetic Calorimeter. Left: Transverse view. Right: z view.
Figures are taken from [Beddo 03].

The modules are grouped then into 40 projective towers of Pb-scintillator modules.
A detail of the BEMC module can be shown in Figure 2.24. Each tower is covering an
area of An x A¢p = 0.05 x 0.05, yielding a total number of 2400 towers for each half
barrel. The tower is constructed of two stacks, inner and outer. The inner consists of
a 5 layers of lead (Pb) and 5 layers of scintillator, sandwiched together and the outer
stack of 15 layers of lead and 16 layers of scintillator. Each layer is 5 mm in thickness.
Finally, the energy resolution of the detector is given by (2.4).

OR 16%
= 2.4
E E [GeV] (24)

Additionally, between the inner and the outer sector the Shower Maximum Detector
(SMD), is being placed at a 5 Xy depth. The latter detector is discussed thoroughly in
Section 2.16.2.

2.16.1 The Barrel Pre Shower Detector

The Pre Shower Detector (PSD) contains the first and second scintillating layers of
each calorimeter module. A separate read-out is being used, with the use of two Wave
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F1G. 2.24: Detail of the BEMC detection module. Figure is taken from [Sakuma 10].

Length Shifting (WLS) fibers, illuminating a single pixel of the multi-anode PMT. In
total of 300 16-pixel multi-anode PMT’s are used to provide the 4800 tower preshower
signals. The main purpose of this detector is to provide a photon versus electron versus
hadron shower identification.

2.16.2 The Barrel Shower Maximum Detector

" Electromagnetic ~_-~~

Shower_____-~

\ SX0EMC !

‘Ii Back plane Front plane

F1G. 2.25: The STAR Shower Maximum Detector. Figure is taken from [Beddo 03].
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The Shower Maximum Detector (SMD) is a multi-wire proportional counter with
strip readout. Located after the BEMC, it covers |p| < 1 and has 5.6 Xy at n = 0
and increases to 7.9 Xy near the edges, n — 1, as can be seen in Figure 2.24. It serves
to improve the spatial resolution of the calorimeter, and to separate the v showers
coming from high-p, neutral meson decays such as 7% and 1. The energy resolution of
the detector is given by (2.5).

86
=12 + —— [%] (2.5)
7 E [GeV]
In the ¢ plane the energy resolution is worsened by 3-4%. The detector consists of two
planes: 7 (front plane) and ¢ (back plane), with spatial resolutions stated in (2.6) and

(2.7).

OF

E

5.6
Or—p = 2.4+ m [mm] (26)
5.8

All values in (2.5)—(2.7) are taken from |Beddo 03], and a sketch of the SMD layer
behind the EMC, can be seen in Figure 2.25.

2.17 The Forward Meson Spectrometer

In the context of the upgraded forward instrumentation in STAR, the FMS serves to
measure in large 1 (forward rapidity) the neutral pions 7°. The ultimate goal is the
measurement of the gluon distribution zg(z), in nuclei in the range of 0.001 < z < 0.1.
Let us also note that the function g(x) describes the differential probability to find
gluons with a fraction z of the longitudinal momentum of the parent nucleon.

The FMS detector is a 2m x 2m wall of 1264 lead glass detectors, as shown in
Figure 2.26, penetrated through its center by the vacuum pipe traversed by the beams
before they collide at the center of STAR. In order to maximize the ability to distinguish
single photons from pairs of photons produced by 7° or n decay, the FMS detector is
located as far from the interaction point as possible, ultimately limited by the location
of the DX magnet cf. Section 2.3.4, west of the STAR interaction point.

The FMS faces the blue beam (cf. Section 2.1), and reconstructs particles produced
at small angles (~ 2.5 < n < 4.0) via the detection of their decay photons. The
latter ones are viewed through the large holes in the poletips of the STAR magnet.
Let us also underline the importance of the construction of the FMS at STAR being
a partial realization of the long-sought full-acceptance collider detector. In particular
the STAR barrel EMC spans |n| < 1.0, the Endcap EMC spans 1.08 < n < 2.0 and
finally the FMS spans 2.5 < n < 4.0, all with full azimuthal acceptance, albeit with
small acceptance gaps [Bland 05].
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Fi1G. 2.26: Left: Schematic view of STAR forward meson spectrometer as seen from the interaction
point. The blue beam penetrates into the page at the center of the matrices. Right: The
north half of the FMS after stacking was completed, before the monitoring panels were
put in place and before the calorimeter was sealed. Figures are taken from [Jacobs 09].

2.18 The Forward GEM Tracker

The STAR collaboration is preparing a tracking detector upgrade to further investigate
fundamental properties of the new state of strongly interacting matter produced in
relativistic heavy ion collisions at RHIC and to provide fundamental studies of the
proton spin structure and dynamics in high energy polarized p-+p collisions at RHIC.
In this context, the current proposal is one component of the upgrade program, called
the Forward GEM (Gas Electron Multiplier) Tracker (FGT). The goal of the detector,
is to focus on the novel spin physics measurements in high-energy polarized proton-
proton collisions [Surrow 07]. The discrimination of @ + d(d + u) quark combinations
requires the ability to discriminate between high-p, e through their opposite charge
sign, which in turn requires precise tracking information.

An upgrade of the STAR forward tracking system is needed to provide the required
tracking precision for charge sign discrimination, shown in Figure 2.27. This upgrade
will consist of six tripleeGEM detectors with two dimensional readout arranged in
disks along the beam axis z, referred to as the Forward GEM Tracker. The charge-sign
discrimination of high-p, e* to distinguish W= bosons in the range 1 < n < 2 will
be based on the use of a beam line constraint, precise hit information from the six
triple-GEM disks, hits from the TPC, and the electromagnetic cluster data from the
shower-maximum detector of the STAR EEMC. Information from the already installed
detectors (in the absence of FGT) is insufficient.

The principle of detection is that charged particles ionize gas in the top detector

volume of a triple-GEM detector and some of the primary ions generate secondary
ionization. Diffusion smears the charge cloud transversely until it reaches the first
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FiG. 2.27: Left: 3D-view of the FGT as modeled by the mechanical engineering design tool called
SolidWorks. Right: 3D-view of the STAR inner and forward tracking region as imple-
mented in the GEANT model of the STAR detector (STARSIM). Figures are taken
from [Surrow 07].

GEM foil. As a consequence, the charge cloud follows the electric field lines and its
position gets quantized on the hexagonal grid holes in the GEM foil and further diffused.
As a final step, the amplified charge cloud passes the third GEM foil and is collected
by a handful of strips in each plane.

2.19 The Time of Flight Detector

The particle identification at mid-rapidity is accomplished by several techniques but
one of the most powerful is the measurement of the particles’ energy loss (%) in the
TPC gas. This technique works extremely well at momenta below the 1 GeV /c but is
subject to ambiguous identification of pions, kaons, and protons above this value. These
ambiguities can be resolved by measuring the time of flight (TOF) of the particles from
the vertex to the outer radius of the TPC. The new TOF modules will be located at the
outer radius of the TPC. The technology for the upgrade is relatively new [Bonner 03]
since each module will use multi-resistive plate chambers (MRPC).

The TOF system will perform measurements with a time precision of 85 ps, or in
other words, it will double the momentum range over which particles can be directly
identified in STAR. In particular by combining the momentum p as measured in the
TPC and the velocity 3 (measured by TOF).

1
m=p 7 1 (2.8)
The (3 in the TOF is measured according to (2.9), by measuring the time interval
At the time the particle crosses the space interval AL. For this reason, the p-VPD
(Section 2.21) is used to trigger the initial time measurement.
AL

- = (2.9)
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Fi1G. 2.28: Left: Detail of the MRPC that are used in the STAR Time of Flight detector. Fig-
ure is taken from [Bonner 03]. Right: Sketch of the STAR Muon Telescope Detector.
Figures are taken from [Lin 09].

Concerning the D meson production, at moderate p., particle identification of the
daughter K and 7 is possible, although these are separated by large gaps in rapidity
and azimuthal angle (¢). As a consequence, the large acceptance of the proposed barrel
TOF is essential to measure the D° — K~7% decay, since the decay kinematics of the
D meson, can be fully reconstructed. The combinatorial background for the K~z
candidates can be reduced, by a factor of 3 because of the identification of the decay
daughters. It is calculated that in central Au+Au collisions the error is approximately
15% |Bonner 04].

The MRPC is basically a stack of resistive plates arranged in parallel. The use
of the resistive plates is applied in order to quench the streamers so that they do
not initiate a spark breakdown [Bonner 03|. The intermediate plates create a series
of gas gaps. Electrodes are applied to the outer surfaces of the two outer plates and
a strong electric field is generated in each subgap by applying a high voltage across
these external electrodes. All the internal plates are electrically floating; they initially
take the voltage as defined by electrostatics, but are kept at the correct voltage by the
flow of electrons and ions produced in the gas by avalanches. When a charged particle
passes through the chamber, it generates avalanches in the gas gaps. Since the plates
are resistive they are transparent to the signal induced by avalanches, thus a signal
induced in the pickup pad is the sum of signals from all the gas gaps.

The series of chambers have glass resistive plates with a resistivity of 5x 10" [Q-cm].
The dimensions of the current module are 94 mm x 212mm x 12mm and the active
area is 61 mm x 200 mm. The devices are operated in avalanche mode, with a non-
flammable gas mixture which contains 90 % of tetra-fluoroethane (CoHoFy), 5% of
iso-butane (C4Hj9) and 5% of sulfur hexafluoride (SFg). Each module is placed into
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trays, (cf. Figure 2.28) and one tray can hold up to 32 modules. The dimensions of the
tray are 241 x 21.6 x 8.9 (L x W x H [cm]). Around 120 trays are needed in order for
the full azimuthal coverage to be attained.

2.20 The Muon Telescope Detector

At almost twice the radius of the new TOF system, it will be installed a new muon
identification system that will allow the tracking and the identification of the decay
of heavy flavor vector mesons at mid-rapidity. The proposed large-area MTD covers
more than 50% azimuthal and |n| < 0.8 coverage behind the return iron bars for the
magnetic field, as shown in Figure 2.28 (left side). This capability will be new and
unique at RHIC. The essential technology will be the placement of double-stacked
MRPC modules outside of the magnet iron that surrounds the TPC.

The signal from these detectors will be used to tag muons primarily coming from
the collision vertex. Muons can easily penetrate the magnet iron, whereas the more
abundant pions from the collision will either be stopped or create showers in the iron.
Only at high transverse momentum (p, > 10 GeV/c) can a significant fraction of pions
penetrate the steel or create a shower that reaches the MRPC modules. The showers
due to pions, can be rejected by precise timing measurements and good position reso-
lution determined by the MRPC strips. In order to achieve even greater discrimination
between the p and 7 sample, a correlation of the particle’s track in the TPC will be
performed as well.

The shape of the track (perhaps including a decay kink) along with the energy loss
dE

(%) (in the TPC) of the track provide precious information about the track identity.
In particular, the Monte Carlo simulations have suggested that muons and pions can
be identified with a high reliability using the % information. The latter statement can
be interpreted that by performing a simple analysis procedure, it can be achieved a
p/7 separation by a factor of 200. Along with the TOF detector (cf. Section 2.19), the
rejection of all kaons and protons can be also performed. With this kind of discrim-
ination, a very active program of the muon measurement in order to reconstruct the
J/¢ and T at mid-rapidity can be pursued. Since muons, due to their mass, are less
affected than electrons—by the Bremsstrahlung radiation energy loss in the detector
materials—they can provide excellent mass resolution of the vector mesons (J© =17)
and quarkonia. The latter is essential for the separation of the ground state (15) of T

from its excited ones: (25 + 35) |Ruan 08|.
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Fi1G. 2.29: Left: Detail of the STAR Vertex Position Detector Right: Position of TOFp in STAR
detector and pVPD along the beam axis. Figures are taken from [Bonner 03].

2.21 The Pseudo-Vertex Position Detectors

The pVPD consists of the two identical detector assemblies shown in Figure 2.29 one
on each side of STAR very close to the beam pipe at a distance of |z| = 5.6 m from the
center of STAR (z). The pseudorapidity coverage is 4.43 < |n| < 4.94. The mounting
structure consists of an aluminum base plate, two 1-thick machined Delrin face plates,
and three welded aluminum rails, onto which detector elements are attached using pipe
clamps. The base plate of the mounting structure clamps onto the aluminum. The
on-detector electronics for the pVPD are the same as those used in the TOFp tray
(Section 2.19. Finally, the pVPD signals travel over a similar signal path as for TOFp,
and are digitized in the same CAMAC crate.

The specific detector is able to detect photons, generated during the collision and
establish a ¢y (initial time measurement for the TOF. In particular, photons create
electromagnetic showers in the Pb, that develop in the scintillator creating photons.
The latter ones are finally are gathered in the PM'T’s where via the photoelectric effect,
electrons are being created. Due to the presence of the electric field, the electrons
are focused by electrodes and oriented towards the dynodes, where the population of
electrons is enhanced by the process of secondary emission.

2.22 The Heavy Flavor Tracker

In order to extend STAR’s particle identification capabilities further into the heavy
flavor domain, there will be installed several layers of high resolution silicon trackers

starting with a pizel detector at 2.5 cm radius from the collision point. The full suite
of detectors will be called the Heavy Flavor Tracker (HFT) [Xu 08b]. The proposed
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configuration starts with two tracking layers of comprised monolithic CMOS (Comple-
mentary Metal Oxide Semiconductor) pixel arrays using 30 x 30 [mm] square pixels.
The pixel layers will be situated at radii of 2.5cm and 7.0 cm, respectively. They
provide 135 pixels of information for every event studied.
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FiG. 2.30: The STAR Heavy Flavor Tracker. The first layer is the pixel detector and the second
is the IST. The third is the SSD. Left: Beam view. Right: 3D view. Figures are taken
from [Xu 08b].

In order to provide graded resolution between the TPC and the pixel layers, two
additional high rate conventional silicon barrel layers are proposed at intermediate radii
of 12 cm and 17 cm. These Intermediate Strip Tracker (IST) layers provide space-points
with high accuracy in r—¢ and in the z direction between the Pixel layers and the ex-
isting Silicon Strip Detector (SSD) cf. Section 2.10, reducing the number of possible
track combinations that can connect with hits on the outer layer of the pixel detectors.
This is particularly crucial to enable accurate measurements in high multiplicity envi-
ronments. The HFT can provide tracking information for short lived particle decays
displaced by 100 pm, or less, from the interaction point.

As an example, the neutral meson decay D’ — K~7" can be identified directly
by using the pixel detector to select the daughter tracks: K~ and 7t tracks while
the fast moving D° cannot be seen because it is a neutral particle, leaving no track
in the detector. When combined with the existing STAR TPC and SSD, the HFT
constitutes an integrated state-of-the-art at mid-rapidity inner tracking system which
is unique at RHIC. This tracking system will significantly extend the reach of the STAR
scientific program. In particular it will afford efficient topological reconstruction of D
and B mesons down to low transverse momenta (e.g. for D’s at 500 MeV /c) illuminating
their in-medium interactions and the properties of the strongly interacting quark-gluon
plasma.

2.23 The DAQ1000

The STAR data acquisition is a fast and flexible system, receiving data from multiple
sub-detectors having a wide range of readout rates. Currently the events are recorded
at input rates up to 100 Hz. In order to acquire data at even higher rates, there has
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to be designed a new set of electronics for the TPC. The new system, was inaugurated
in 2008 and is called DAQ1000, will acquire data at rates up to 1000 Hz. The new
technology that makes this upgrade possible are the front-end chips and associated
readout electronics being developed for the ALICE TPC |[Musa 03|. The CERN chips
are truly the next-generation of TPC front-end chips and were designed based on our
experience with the STAR electronics and built using specifications that are nearly
identical to the STAR requirements. Thus, the replacement of the existing STAR
electronics with a derivative of the newer CERN electronics will mean an order of
magnitude increase in performance.

2.24 The PPV and the MinuitVF Method

The Proton-Proton Vertex (PPV) finds the z position of a vertex, by requiring a beam
line constraint in order to determine the z and y values of the vertex. The beam
line constraint is calculated by fitting all the events with the MinuitVF without any
constraints on the vertex position [Reed 09]. A straight line fit is performed to the
vertex distributions obtaining a relationship between x,y and z components.

Although many of the vertices found in this method will not be the correct ones
for the event, the number that are the correct vertices will have enough statistics so
that the beam line is a valid representation of the beam path. In particular, from each
event, the tracks are selected based on their quality in the TPC. The tracks should
extrapolate to within < 3 cm of the beam line and to a point within the volume of the
TPC. In addition they should have a minimum momentum of 0.2 GeV /c.

Concerning the quality assurance of the tracks, the fraction of TPC hit points over
the number of possible TPC hit points should comply with (2.10).

nHitsFit

— = 0. 2.1
nHitsPoss 0.7 ( 0)

Also (2.10) allows many tracks from post crossing events to be removed, (cf. Sec-
tion 2.12.1). In addition, the post crossing pile-up is harder to remove that pre-crossing
pile-up as the tracks will reconstructed so that they appear to cross the TPC central
membrane. Each track that meets the track quality cuts is given a weight based on
whether it extrapolates to a deposit of energy in a fast detector or it crosses the TPC
central membrane. Tracks that perform so, are likely to be tracks from the triggered
vertex as these detectors can be reset between bunch crossings. However, this does
not allow the vertex finder to remove pile-up (cf. Section 2.12.1) from within bucket
collisions.

A track which extrapolates to a fast detector without energy deposited is given a
veto factor. The track is not completely removed from the analysis, however it is more
probable that this track is not from the triggered event so it is not given much weight.
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In the case where the track does not extrapolate to a fast detector—or the part of the
detector it extrapolates to is unable to be read out—the track gets a dunno factor.
The latter is set to 1 as there is no knowledge about whether this track belongs to the
triggered vertex. The total weight for the track is the product of the three weights
from the various detectors.

As with the PPV algorithm, similar track quality cuts are applied to the collection of
tracks used for the vertex finder. Vertex candidates are any point with at least 5 tracks
pointing to within 6 cm in z direction, and within < 2 cm of the beam line. Let us also
note that any two candidates cannot be within 6 cm from each other. Finally, the 3D
position of this vertex is found by using the MINUIT |James 06a] minimization routine
in order to minimize the mean distance of closest approach (DCA) of the collection of
associated tracks.

As a final step, each vertex candidate is given a rank based on the average dip
angle cf. Section 2.12 of the associated tracks versus z, the number of tracks which are
matched to the BEMC and the number of tracks that finally cross the TPC central
membrane.



Chapter

Data Analysis

The analysis methodology of the D° reconstruction is the main focus of this chapter. The
event selection along with the track quality assurance cuts, as well as the electron and
hadron identification is discussed. In addition, the various methods for the generation of
the background as well as the consecutive subtraction and scaling approaches are also
presented. The chapter concludes by mentioning the calculation of the significance for the
extracted signal.

3.1 Introduction

The DY(cu) meson belongs to the SU(4) (flavor) pseudoscalar (J© = 07) 16-plet of
u,d, s,c quarks. A representation in the /,C and Y space can be seen in Figure 3.1.
The D° — K—7* hadronic decay that the analysis will be focused on, has a branching
ratio B.R. = 3.89%. The D° particle has a nominal mass value m = (1864.84 =+
0.17) MeV/c? and lifetime of 7 = (410.1 4+ 1.5) - 107'% sec. The mean decay length is
et = 122.9 ym [Amsler 08]. Finally, the weak interaction being responsible for the D°
hadronic decay transmutates the charm quark to a strange quark via the emission of a
W particle, as shown in Figure 3.1. In order to study the charm decay topology, we
need not only to identify the daughter particles into K* and 7%, but also it is needed
to combine the probe side (K7 /K™n~) with the trigger side (e*) in order to apply
the novel method of the e-D° azimuthal correlation. As a last step, and in order to be
able to reconstruct the secondary vertex, the point that the D° decay takes place, the
microvertexing technique will be applied.

61
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Uy +
W+4 i

4 | b K

Fi1G. 3.1: Left: Graphical representation of the pseudoscalar meson 16-plet of SU(4) flavor u, d, s, ¢

as a function of isospin I, charm C' and hypercharge Y = S + B — % The SU(3) nonet
flavor, lays in the middle C = 0 plane. Right: Feynman diagram of a D’ — K7+
hadronic decay. The weak force is responsible for the particle’s decay, transmuting the
charm quark (c) into a strange quark (s) via the emission of the W™ boson.

3.2 The Event Selection

The events are categorized by a trigger name and trigger setup. We are interested
in events that triggered the Barrel Electromagnetic Calorimeter (BEMC) and there
is a large probability that they contain a high-p, particle, that we are interested in.
For the case of the Cu+Cu we selected the High Tower, events. In the Au+Au case
there are the Btag triggered events. Finally for the p+p (2006), p+p (2008) as well as
d+Au (2008), we also consider the Minimum Biased events.

3.2.1 Minimum Bias Triggered Events

The Minimum Bias trigger (MinBias), in p+p collisions, demands a coincidence of the
of signals from two BBC (cf. Section 2.3.4) on the opposite sides of the interaction
point.

3.2.2 High Tower Triggered Events

A brief description of the BEMC detector, can be found at Section 2.16. The BEMC
offers the ability to select events that contain at least one high-p, particle. This con-
dition required, in addition to the Minimum Bias (Section 3.2.1), an energy deposit
above a predefined threshold in at least one calorimeter tower. Two different thresholds
were applied yielding the HighTower-1 and HighTower-2. The purpose of the specific
trigger is to enrich the sample with events that contain particles with a large transverse
energy deposit.
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3.2.3 The Primary z-vertex Selection

A preliminary cut is being imposed on the vertex and in particular in the z compo-
nent. Events that contain (V,,V,, V,) = (0,0,0) concerning the vertex components, are
excluded since—by convention—these are cases that the primary vertex was not recon-
structed. In Table 3.1, we summarize the cuts for various datasets on the z component
of the primary vertex for the events that are taken under consideration in the current
analysis. The reason for cutting on the z-vertex is in order to have tracks that do not
cross a lot of detector material and are constrained in a region around the zy = 0.

TAB. 3.1: Cut on the z- primary vertex component for various datasets used in the current analysis.
All runs are at /S = 200 GeV.

Run Dataset |z-vertex| [cm]

\Y Cu+Cu
VI <30
pp
VII  Au+Au
VITI d+Au <20
50.06; —— Cu+Cu (2005) Entries 2795781 5’ C p+p (2006)
> C Mean -1.983 < F o (2008
g Au+Au (2007) RS 25.43 g 0.01- p+p (2008)
u::J 0.05— Entries 1461003 Li r D+Au (2008) Entries 1795274
-z C Mean -1.017 —1Z0 0og|— Mean -2.987
0.04 } RMS 195 C RMS 63.72
= 0.0061— Entries 8646010
0.03— = Mean -5.188
E C RMS 64.69
0.02— 0.004~
0_01; 0.002(—
P Ll . P I R L i N R IS SIS BRI SR e
0 -200 -150 -100 -50 0 50 100 150 200 0 -200 -150 -100 -50 0 50 100 150 200
Z vertex [cm] Z vertex [cm]

Fi1G. 3.2: Distribution of z vertex (normalized to the total number of events). Left: Cu+Cu (High
Tower) (run V) (red) and Au+Au (Btag) (run VII) (blue). Right: p+p (run VI) (green),
p+p (run VIII) (purple) and d+Au (run VIII) (blue). All datasets are at /Sy = 200 GeV.

3.2.4 The Charged Particle Event Multiplicity

The charged multiplicity is a useful tool in order to classify the events via their cen-
trality. It performs so by utilizing the Glauber Model, as described in Section 1.10.
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It is possible to perform a cut on the event multiplicity on datasets, usually selecting
events that comply with the cut stated in (3.1).

0 < multiplicity < A (3.1)

Let also note that (3.1) allows to select more peripheral (smaller multiplicity values)
or central events (towards larger values), allowing to perform the analysis in different
centrality bins. Additionally, in Table 3.2 it is presented the equivalence between the
charged multiplicity and the different centrality bins in Cu+Cu and Au-+Au datasets
at /5., = 200 GeV datasets.

Entries 1.316836e+07

B = Mean 6567 3 C p+p (2006)
% 0.0181— —— Cu+Cu (2005) RMS 52.02 % a4 p+p (2008)
o 3 X
2 2 - — D+
£ 0.016j — Au+Au (2007) Entries 160802 B C D+Au (2008)  envies 1.10584e+07
‘-I:IIJZo_()14 Mean 320.8 ,_I"Il"z 008l ':;"‘S" ;-g:
RMS 144 =
0.012 r Entries 7.533286e+07
ool 0.06 Mean 1251
C RMS 7.937
0.008[— B
0.04
0.006—
0.004 - 0.02
0.002f—
r I PR S ANT TT T T SNS SRS MR R | ST L — iy (S )
0 100 200 300 400 500 600 OU 10 20 30 40 50 60
Multiplicity Multiplicity

Fig. 3.3: Event multiplicity distributions (normalised to the total number of events) Left:
Cu+Cu (High Tower) (run V) (red) and Au+Au (Btag) (run VII) (blue). Right: p+p (run
VI) (red) and p+p (run VIII) (green) and d+Au (run VIII) (blue). All datasets are at
V5w = 200 GeV.

3.2.5 Trigger Event Selection

We are mostly interested in events that contain a high-p; trigger particle that will
hit the BEMC. In Table 3.3 it is presented the BEMC energy thresholds for various
datasets and triggers. For the case of Cu+Cu (run V) and Au+Au (run VII) there was

explicitly a trigger Id., High Tower or Btag signifying a different BEMC tower energy
threshold.

3.3 The Track Quality Assurance Selection

A preliminary set of cuts is being imposed on the track selection, affecting both the
electron and hadron candidates’ selection. In particular, we consider tracks spanning
in the region |n| < 1 in the TPC volume, in order to take into account the acceptance
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TAB. 3.2: Centrality definition and multiplicity values. Left:for the Cu+Cu (run V) Right: for the
Au+Au (run VII). Minimum Bias events. Both runs at /sy, = 200 GeV. Values are
taken from [Timmins 06, Timmins 09b].

Centrality [%] Multiplicity [>] Centrality [%] Multiplicity [>]

Cu+Cu Au+Au
0-5 485
0-10 140 0-10 399
0-20 103 020 269
0-30 74 0-30 178
040 53 040 114
0-50 37 0-50 69
0-60 25 0-60 39
0-70 21
0-80 10

of the TPC. In addition, tracks with TPC hits that comply with (3.2). This cut is
shown in Figure 3.4.

nHitsTPC > 20

(3.2)
nHitsFit

_— 0.15
nHitsPoss

The upper part of (3.2) is used in order to obtain a better quality concerning the
momentum measurement of the track, since it is proportional to the track length, as
will presented and discussed in Section 4.3, and in particular (4.13). The maximum
number of the TPC hits that one track can have is 45. The lower part of (3.2) serves
in order to avoid the split tracks. The latter situation occurs, when the reconstruction
software takes into account hits from one track, generating two separate ones.

3.4 The Role of the BEMC

The BEMC plays a crucial role in our study, allowing us to determine the high-p, events.
It offers the fast triggering on events at the L0 level, deciding which ones are selected
to contain a high-p, particle hitting the BEMC towers (High Tower, Btag events). The
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FiG. 3.4: 2D plot of the ratio n‘ig;tsspl?sts as a function of the nHitsFit for the selected tracks used in

the current analysis.

detector was partially instrumented in 2005 (covering only the west side: 0 < n < 1),
and fully after the p+p at \/s' = 200GeV (run VI). In Figure 3.5, it can be seen
the acceptance of the detector, in 7-¢, for the two different runs (partial and full
instrumentation).

O m N w  n
O = N W N

215 -1 -0.5 0 0.5 1

Fig. 3.5: BEMC 7-¢ acceptance. Left: partially instrumented during the Cu+Cu (run V). Right:
fully instrumented during the Au+Au (run VII). Both runs are at /sy, = 200 GeV.

3.5 The Electron Identification

The identification of the electrons in the current analysis, plays a major role in order
to accept the events that contain at least one high-p, electron candidate. Additionally
it is needed to create a pure electron sample that will allow the application of the e-D°
correlation analysis. In order to perform this selection for the electron track candidates,
we apply the following set of cuts.

i. The event must contain at least one hit in the BEMC (tower) that satisfies the
E or E; threshold: High Tower (for the Cu+Cu) or Btag (for the Au+Au), as
stated in Table 3.3;
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TAB. 3.3: BEMC Tower energy threshold for various datasets and triggers. Calorimeter 1 accep-
tance: East [—1,0] and West [0,+1]. For the years 2007-2008 the transverse energy Ex
was considered as the calorimeter threshold. All runs are at /sy = 200 GeV. Values
are taken from [Dunlop 08a].

YEAR COLLIDING SPECTES TRIGGER ID. THRESHOLD E [GeV] BEMC 177
ACCEPTANCE
66201 2.40
2005 Cu+Cu 66203 475 [0, +1]
117211
117212 0-0
2006 pip 127212 5(W), 5.4 (E)
127213
137213 0.4
200212
2007 Au+Au 200213 4.3*
200214 [-1,+1]
9210501 2.6*
210511 3.6
d-+Au 910521 4.3
2008 9210541 8.4
920500 2.6+
p+p 220510 36

220520




68

3. DATA ANALYSIS

—

1il.

iv.

vi.

1.

a cut on the energy loss of the tracks in the TPC is performed between the values
48 ¢ 13.5,5.0] [keV/cm] along with a track momentum cut, accepting only the
tracks with momentum greater than p > 1.5 GeV/c;

a cut on the shower profile of the particle, by imposing on the SMD strips both in
n and ¢ plane of the detector to have at least one strip hit. Hence the following
cut: SMD,, > 1 and SMD, > 1;

a cut on the ratio of 0 < ETCZ:WER < 2, p measured by the TPC and FE,ower by the
BEMC;

the extrapolated track that matches the point on the BEMC surface of the tower,
is considered as the electron track; and

in order to extract the portion of non photonic electrons from the overall elec-
tron sample, a cut on the di-electron invariant mass is applied both of like sign
(efe*) and unlike sign (e*e¥). The sample of the electron candidates is re-
jected if at least one of the particles belongs to a pair with invariant mass value
Met+e— < 150 MeV/C2, as shown in Figure 3.9. The latter cut is described in detail
in Section 3.5.5.

3.5.1 The Role of the SMD

F1G. 3.6: SMD strips occupancy in n and ¢ plane, for showers. Left: for the hadrons. Right: for

the electrons. Both plots are normalized to unity. Figures are taken from [Kurnadi 10].

Both hadrons and electrons create showers in the BEMC. The former having a very

constraint geometrical profile of the shower and the latter presenting a broader shower
distribution. It is of great importance the cut on the SMD strips in 7 and ¢ plane (for
the detector description cf. Section 2.16.2) allowing to perform a cut in the (7, ¢) plane
by cutting on the profile of the shower. The detector is consisted of proportional gas
chambers with a strip read-out at a depth of 5 X in order to measure shower shapes



3.5 THE ELECTRON IDENTIFICATION 69

and position. For our current study, we select the towers that comply with the cut
(3.3).

SMD,, > 1
(3.3)
SMD,; > 1

The electromagnetic showers from electrons have their maximum intensity at 5 X
where the SMD is located, while hadronic showers are incompletely developed, remain-
ing restrained in 1 and ¢ strip occupancy. Based on calibrations of the SMD response
to electrons and hadrons, tracks whose shower projection occupies more than 1 strip
in both n and ¢ SMD planes were selected as electron candidates. In particular in
Figure 3.6, it is shown such a distribution in the 7-¢ strips of the SMD for hadronic
and electromagnetic shower shape.

3.5.2 The Energy Loss for the Electron Candidates

As stated in Section 2.11, a charged particle traveling inside a medium loses energy by
ionizing the constituents of the matter. On the left side of Figure 3.7 it is shown the
track energy loss € versus its rigidity (p-¢), measured by STAR TPC for different par-
ticle species. The electrons are expected to span in the area: 3.5 < %€ < 5.0 [keV /cm),
which is also shown on the right side of Figure 3.7. Above the 1GeV/c all the par-
ticles seem to lose the same amount of energy, imposing a difficulty in the particle

identification above this momentum limit.

%[kev/cm]

%[kevlcm]

5
D«#‘HH‘HH‘HH‘\H\‘HH‘HH‘HH‘HH‘\

N o w s 0 o N @ ©

8 10
pid [GeVic] p [GeVic]

Fi1G. 3.7: Left: The energy loss % in the TPC vs the rigidity for all tracks. Right: The energy

loss ‘;ll—f versus momentum p for the electron candidates after the cuts 0 < —2— < 2,

Erower

p > 1.5GeV/c, % € (3.5,5.0) [keV/cm] and SMD strips cut: SMD,, + SMD, > 2. Both
plots are created from d+Au run(VIII) data.
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3.5.3 The Ratio =2

ETOWER.

The momentum of the track (p) is calculated in the TPC (cf. Section 2.12) and the
energy of the tower measurement (Epower ) i given by the BEMC towers, as described in
Section 2.16. The high-p, electrons transfer almost all of their energy in the calorimeter
cells, generating electromagnetic showers. For the latter case, it can be considered that
Erowsr = p, or in other words p/E owsx ~ 1, whereas for the case of hadrons, the
ETSWER distribution is broader, since hadrons lose only a portion of their energy for the
creation of (hadronic) showers, Fiower < p, thus the ratio p/Frowes => 1 can extend to
a large range of values above unity. In Figure 3.8 the distribution of the ratio both for
the electron and the hadron is being presented for tracks with momenta p > 2 GeV /c.
A gaussian fit is also performed for the electron case yielding a mean value as in (3.4)

and with a standard deviation of ¢ = 0.19.

(2 ) = 0.996 % 0.049 (3.4)

ETOWER et

hadrons

H
I

E
< L electrons
" ~ gaussian fit
2 B ield
€ 08— yiel 29.31+£7.41
w u position  0.9962 + 0.0493
=z L
L width  0.1912+0.0496
0.6—
04—
0.2[—
01 s AT PSRN AT |
0 0.5 15 2 25 3 35 4 4.5 5

p/E

tower

FiG. 3.8: p/FEiowse distributions for hadrons (red line) and electrons (blue line) for tracks with
p>2GeV/c. Afit (green line) is performed on the electrons distribution yielding a mean
value ¢ = 0.99 and o = 0.19. Both distributions are normalised to their total number of
entries. Data used from [Kurnadi 10].

3.5.4 The Distance Between the Extrapolated Track and the
Tower

On the BEMC surface we can identify with a resolution of (An x A¢) = (0.001 x
0.001) [Beddo 03] the position of tower. In order to identify the electron, the track that
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passes the previous cuts described in Sections 3.5.1-3.5.3 needs to be is extrapolated
to the BEMC surface. The distance between the tower and the projection of the track
is calculated as

rry =/ (r — )2 + (yr — 9:)? + (20 — %)% (3:5)
where (z7,yr, zr) are the tower coordinates and (x;,y;, 2;) refer to the coordinates of
the extrapolated track to the BEMC surface.

3.5.5 The Selection of the Non Photonic Electrons

The main contamination for the non-photonic electrons originates from the neutral
mesons’ decay 70 — 27, n — 37°. Also the material, such as the silicon detectors,
the beam pipe made of Be and the TPC inner field cage contribute to the photon
conversion, v — e~ e™, as shown in the left part of Figure 3.9. In particular, it is shown
the distance (from the origin) of the vertex that the gamma conversion takes place
in STAR detector. In order to separate the non-photonic electrons from the photonic

Entries [a.u.]
dN/dM

SVT TPC

SSD

N
=3
=)

S e ) s 60 0 005 01 015 02 02 03 035 04 045 05
y - e'e* conversion radius [cm] e e Invariant Mass [Gev/c ]

F1G. 3.9: Left: Distance (radius) of the photon conversion (v — e*e™) vertex interaction point to
the xo,yo, 20 center point of STAR detector. The 3 layers of SVT (red) along with the
one SSD layer (blue), the kapton foil (~ 32 cm) and the inner TPC field cage (green) can
be clearly seen. Figure is taken from [Choi 09]. Right: Same-sign (blue) and opposite sign
(red) invariant mass yields for electron candidates. A cut at 150 MeV /c? is imposed in
order to separate the non-photonic electrons. Plot created from the p+p at /s = 200 GeV
(run VI).

electrons the invariant mass method is used. In specific every electron candidate is
dE

combined with all the tracks in the TPC passing the loose %= for the electron candi-
dates (cf. Section 3.5.2). This method yields an invariant mass spectrum, as shown
on the right part of Figure 3.9 for like sign (e*e*) and unlike sign (e*e) pairs. By
superimposing both invariant mass spectra, we seek the common point of the two plots.
In particular it is clearly shown the cut at 150 MeV /c2. Finally, let us note that the
invariant mass calculation is being considered with the tracks” momenta calculated at

the DCA of each two tracks.
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3.6 The Particle Identification for the Daughter Tracks

The daughter tracks need to be classified into kaons and pions. For this reason we
apply the following method that includes a selection cut between the charge of the
hadron and the trigger electron, and a second cut based on the % energy loss of the
track in the TPC.

3.6.1 The Charge Correlation Between the Electron and the
Hadron

As stated in Section 1.13, the charge of the trigger particle, is considered to play an
important role in the deduction of the species of the hadron. In particular, we can
distinguish two cases:

i. D% as a product of a cé decay—dominant source. If the sign of the charge of the
trigger particle (e) is equal to the sign of the charge of the hadron (h) and an
azimuthal angular cut at A¢ = 7 between the two particles momenta is imposed.
Hence the hadron is a kaon candidate inheriting the charge of the trigger.

ii. D° produced by a bb decay—dominant source. We consider the sign of the charge
of the e to be opposite to the charge of the h and a cut at A¢ = 7 is imposed.
The hadron is considered to be a kaon candidate with a charge opposite to the
trigger’s.

The second and final decision on the species of the hadron will be taken after the
additional % cut, as explained in Section 3.6.2.

3.6.2 The nSigmaKaon and nSigmaPion Distributions

A supplementary cut that is applied in order to identify the hadrons, is related to
the energy loss % due to the passage of the charged particle through the gas of the
TPC, cf. Section 2.11. The energy loss of a track is expressed in terms of standard
deviations (o) with a prior mass hypothesis [Bichsel 06]. In Figure 3.10 it is shown such

a distribution for the no, for a predetermined p, window at 3.75 < p; < 4.0 GeV /c.

3.7 The Role of the Silicon Detectors

In datasets such as Cu+Cu (run V) and Au+Au (run VII) at /5. = 200 GeV, the
silicon detectors (SVT and SSD) were present in the data acquisition and subsequently
used in the offline track reconstruction. A supplementary cut on the total number of
Silicon Hits of each track can be applied, in the form SVT-+SSD > a, with a be an
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Entries [a.u.]

FiG. 3.10: no, distribution for different particle species at 3.75 < pr < 4.0GeV/c. Also shown
the result from a 4-Gaussian fit. Figure is taken from [Xu 08a].

integer. This cut offers better resolution concerning the DCA of tracks with respect
to the primary vertex, as will be discussed in Section 4.3. The demand on the silicon
cuts, allows the possibility to select tracks that are more likely to emerge from the
primary vertex.
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Fig. 3.11: 2D distribution of SVT vs. SSD hits for Cu+Cu (High Tower) (left) and Au+Au (Btag)
(right) at \/su = 200 GeV. All values are normalized to the total number of entries and
given in [%)].

Let us also make a note for the particular case of SVIT+SSD = 0. The convention for
this case is that when the sum of silicon hits for a given track is SVIT+SSD = 1, then the
hits for the two detectors is distributed as follows: SVT = 0 and SSD = 1. Practically
that means that the percentage of tracks with only 1 silicon hit and of which this hit
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does not belong to the SSD is zero. Finally, in Figure 3.11 it is shown the distribution
of SVT and SSD hits of tracks, for Cu+Cu and Au+Au at /s.. = 200 GeV datasets.

3.8 The D" Invariant Mass Reconstruction

After applying all cuts concerning the selection of electrons , the tracks, and the event
selection, we can proceed in reconstructing the D invariant mass. For a hadron pair
the invariant mass M, is given by (3.6).

My = \/E\Ey — ), - (3.6)

where F; and p; are the energy and momentum of each ¢-particle. The energy of each
daughter particle is calculated using the nominal mass value as stated in Appendix A.3.

3.8.1 The Ambiguity in the Daughters Mass Attribution

At this point let us make a note concerning the calculation of the D invariant mass.
Especially let us consider the hadron pairs. Initially there exists no prior knowledge
concerning the nature of each particle (either K* or %) composing the hadron pair.

dE

For each hadron track, we perform an exclusive %= cut in the form of standard devia-

tions, keeping the tracks that comply by (Section 3.6.2).

InSigmaKaon| < a
and (3.7)
InSigmaPion| < b

Let us note that the cuts concerning one species of a particle are not exclusive to each
other. In other words the demand for a hadron to belong to species A does not exclude
the possibility that the same track can belong to species B. As a result the track can
be considered twice (both K and 7) and it will be taken under consideration in both
cases for the calculation of the D° invariant mass as in (3.6). From an algorithm point
of view, since we are using a double loop over the hadrons, in order to create pairs, let
us consider the case of a hadron pair for the (i,7) = (K, 7") whose tracks fulfill both
cuts in (3.7). Therefore (3.6) becomes (3.8).

MZ] — \/EKiET(]' _ﬁKl 'ﬁﬂ'j (38)

If both tracks pass the % cuts in (3.7), then the pair, can also be considered—as a

different pair of course—and can be written (7, 7) = (71, K7), yielding (3.9).

Mj; = \/Ex, Ex, = P, - P, (3.9)
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3.9 The Background Reconstruction

The reconstruction of the background yield has the same importance as the generation
of the invariant mass yield. One of the main aspects of a proper background consists
of simulating the D invariant mass yield. In other words it is required the smooth
behavior beneath the DY mass region. In order to successfully simulate the background,
the following different methods are used for the extraction of the D° signal from the
invariant mass yield.

i. Samesign, using the yield of VK -7~ ® K7t described in Section 3.9.1;

ii. rotational, rotating the momentum of one daughter track, by a fixed angle, as
described in Section 3.9.2; and

iii. polynomial, where a fit with a polynomial function of n*t degree, pol|n], is per-
formed around the D° mass region, as stated in Section 3.9.3.

In the following paragraphs, we present the method that was used for the creation of
every background yield, and the various aspects for each case.

3.9.1 The Same-Sign Background

For a given K~ 7" pair, the samesign background K+, cf. Figure 3.12, can be selected
in order to be subtracted from the S + B yield. In order to construct a high statistics
yield the total samesign is constructed by combining the negative and positive pairs,
following (3.10).

VK- @ Ktrt (3.10)

For the high p. triggered events (High Tower or Btag), it is important to note that since
the sign of the trigger particle determines the sign of the K candidate, as explained
in Section 1.13, it is not possible to have in the same event both species K~ 7~ and
K*7t in the same event. Nevertheless both the invariant mass and the background
yields since they are constructed over the total number of events and not examined on
an event by event basis, the overall charged samesign is not affected (Figure 3.12). Of
course in the Minimum Bias events, since there is no high p, particle there is no such
a restriction concerning the reconstruction of both samesign species.

3.9.2 The Rotational Invariant Mass Background

We refer to the rotational background as the invariant mass yield, calculated via (3.6),
but this time one of the daughter tracks’ momentum is being rotated in space by an
angle 6., with respect to the initial track direction, cf. Figure 3.13. In particular, we
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F1G. 3.12: Distribution of the samesign invariant mass yields for K~n~ (red), K*n" (blue) and

total VK ~—7— @ Ktnt (green).

choose this track to be the one corresponding to the kaon. In mathematical form it is
expressed by (3.11).

My = /EyEs — [pi][p2] cos(0 + Oror) (3.11)

>
5

P IR NSRRI vl b b L 1 ah
1 1.5 2 2.5 3 35 4 45 5
Invariant Mass [GeV/c 2]

ad

Fi1G. 3.13: Left: Schematic depiction of the rotation of a kaon’s momentum in space by an angle
Orot. Let us note that the decay plane before and after the rotation, remains the same.
Right: Rotational K~ 7" /K "7~ invariant mass yields for various 6., angles of rotation.
Supplementary rotational angles exhibit similar invariant mass yield in the region close
to the DY mass region (1.865GeV/c?). The D° invariant mass before any rotation is
plotted by the green empty cross.
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In (3.11), let € be the initial angle between the two particles’ momenta. Also we
denote by 6., the angle of rotation. Let us mention that the initial reaction plane of
the decay is being respected prior and after the rotation. In particular, this means
that the particle’s momentum components are found on the same plane, before and
after the rotation takes place. In Figure 3.13, it is presented the rotational invariant
mass yields for the various rotational angles 6,.

The Rotational Background and the Silicon Hits

Due to the non isotropic azimuthal acceptance (cf. Figure 3.14) in the silicon de-
tectors: SVT+SSD, it is observed that the rotational invariant mass subtraction is
not applicable, when a cut on the silicon hits of the tracks is applied in the form of
SVT+SSD=a. In particular the subtraction of the rotational mass does not scale as
expected, yielding a non-properly background residual invariant mass yield around the
DY mass region.
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Fi1G. 3.14: Azimuthal acceptance for tracks with SVT+SSD=a hits: no cuts (pink), 0 (blue), 1
(green), 2 (red), 3 (magenta) and 4 (black). Left: for the Cu+Cu dataset. Right: for
the Au+Au. Both runs are at /s = 200 GeV.
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3.9.3 The Polynomial Background

A third method that can be applied for the background subtraction, is the use of a
polynomial in order to simulate the background, usually in the form of (3.12).

Po(z) = apz® + a1z’ + agr® + ... 4+ apa” = Z a,x" (3.12)

The values of the coefficients a,, are calculated by fitting the invariant mass yield with
the function P,(z). The fit is being performed between the region [1.7,2.1] (GeV/c?),
and the order of the polynomial is considered to be between n = 1-7. In Figure 3.16 it
is shown the invariant mass of the K~ 7" pairs along with the polynomial fit for various
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FiG. 3.15: Background D° invariant mass plots for different SVT+SSD cases. Left: Rotational

(at 180") invariant mass yield. Right: Invariant Mass yield of K~ nt/K*x~. Plots
created with the dataset Cu+Cu at /sy = 200 GeV (High Tower) data.

degrees n. In order to estimate the goodness of fit we are using the y?/n.d.f., where
n.d.f. is the number of degrees of freedom, the number of points of the curve that the
fit was performed minus the number of the free parameter [James 06b|. In addition,
the values of x?/n.d.f. are summarized for the various cases of polynomial fit functions
and such a fit is presented along with the D° invariant mass yield.

Polynomial degrees 2 /n.d.f.
= 10000 ¢ —e— Invariant Mass
? ook T e 1 156.4/38 = 4.11
= e polf3]

3 . i 2 50.80/37 = 1.37
T — i 3 50.70/36 = 1.40
7000~ e 4 50.71/35 = 1.44
conof- T 5 50.71/34 = 1.49
, N 6 50.72/33 = 1.53

E Ty 7 50.73/32 = 1.59

R
. 2.1
D° Invariant Mass [GeV/c 2]

Fi1G. 3.16: Left: The D° Invariant Mass along with the fit for polynomial degrees n—=1-7. Right:

x?/n.d.f. values for the corresponding fit polynomial degrees. Plots and values are cre-
ated from the Cu+Cu at /S = 200 GeV run.

3.10 The Scaling of the Background

The goal of creating the background is to perform the subtraction afterwards, in or-
der to extract the DY signal. Both rotational and samesign need to be scaled before
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the subtraction as shown in Figure 3.19. The scaling of the background is achieved
by calculating the scaling factor (c) in the following way. Let us consider the in-
variant mass distributions 4% both for the signal+background yield (Ng ) and pure
background yield (Ng). The integral over an area away from the D° nominal mass
(1.865 GeV /c?) is then considered, both for the D invariant mass yield and the corre-
sponding background (samesign or rotational) yield. In particular we consider the area
both for the K~7n"/K*7n~ and the corresponding background between the invariant

mass regions [Ma, Mp]. Ny
/ B dNsyp
dm

My dm

/MB dNg p
m

v, dm

(3.13)

o
Il

The normalization factor ¢ is used for the background yield Np is hence scaled to N
according to the following formula:

/ AN dm = c/ Ny dm (3.14)

dm dm
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F1G. 3.17: Invariant mass of K7. Both peaks of K°(892) and D"(1865) (red area) can be clearly
seen. Figure is taken from [Zhang 03].

3.10.1 The Region above 2.1 GeV/c?

In order to calculate the normalization factor ¢, we consider the first case to be the
region above My = 2.1 GeV/c?, as shown in Figure 3.18. The reason behind the
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selection of this region is the contribution of the K°(892) — Kn decay channel (B.R. =
0.01) [Amsler 08|, into the D° invariant mass spectrum. The latter situation is shown
in Figure 3.17.

3.10.2 The Regions [1.7,1.8] U [1.9,2.0] [GeV /c?|
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FiG. 3.18: Cartoon depicting the scaling of the background for the case (2.1,00) (left) and the
[1.7,1.8) U (1.9, 2.0] (right).

An alternative method for the deduction of the factor c is to consider the following
steps. Instead of integrating over only area [M,, M|, we also consider a second area
[Mc, Mp]. Therefore the factor is calculated in the latter case by exploiting (3.15).

/MB dNs,B dm+/MD dNs,B dm
_ My dm Me dm

/MB dNg P /MD dNg p
— am — am
My dm

(3.15)

The values of the integrating areas are considered to be [1.7,1.8] U [1.9,2.0] [GeV /c?],
excluding the region around the D° mass peak, as shown in Figure 3.18. The choice of
the mass area that is used in order to scale the background, depends strongly on the
form of the subtracted invariant mass yield. In particular, it is expected that the sub-
tracted spectrum to fluctuate around 0, near the D° mass region. In the contrary case,
a double background subtraction can also be performed. Namely, after the rotational
or the samesign background subtraction, the polynomial fit is also subtracted from the
residual spectrum.
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Fi1G. 3.19: Invariant mass yield of K7t /K7~ (blue). Left: along with unscaled (cyan) and

scaled (red) samesign vV K—n~ @ K+nt+ background yields. Right: along with unscaled
(red) and scaled (green) rotational background (at 180°) yields. The scaling area is
considered to be: [1.7,1.8] U [1.9,2.0] [GeV /c?] for both cases.

3.11 The Significance of a Signal

When treating with the signal extraction, often it is useful to present the significance
given by the general formula (3.16).

S
0= — 3.16
VS +nB (3.16)
The factor n expresses the uncertainty on the form of the B distribution. After fitting
the signal with a gaussian peak, the parameters such as the mean value z and the
standard deviation o acquired by the fit, are recorded. In (3.16) the S, B are the
signal and background yields (3.17) inside a given region [z — ko, Z + ko] around the

value . The factor x can vary between the values 1-3. In particular, we consider the
set in (3.17).

+Kko
S = / %dm

KO dm
(3.17)

+Kko N
S+ B = / Nsip )
wo dm

If S+ B and B are uncorrelated quantities, then a simple calculation yields for the
errors:

VS + B is the error is dg. p for the signal and background, e.g. opposite sign;
and

V' B is the error is g for the background, e.g. samesign.
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The error of the signal S, therefore is

0s = /0%, + 0% =S +2B (3.18)



Chapter

Microvertexing Technique

The main focus of the current chapter, is the secondary vertex reconstruction method;
namely the microvertexing technique. The methodology followed for the calculation of the
microvertexing variables is also presented. In the chapter conclusion it is also presented
a study on the improvement of the resolution of tracking and the improvement on the
calculation of the microvertexing variables, by including the silicon hits (SVT+SSD) for
every track.

4.1 Introduction

A charged track in the magnetic field, is considered as a helix whose parameterization
is described thoroughly in Appendix D.1. In order to describe the trajectory of the
charged particle’s track, one can use the following set of equations that describe the
helix coordinates, described by (4.1).

1

x(s) = wo+ —[cos(Py + hsk cos \) — cos Py
K
1

y(s) = yo+ —[sin(Py + hskcos \) — sin Py (4.1)
K

z(s) = zp+ssinA

In (4.1) the following values are used.

s is the path length along the helix;
Zo, Yo and zp is the starting point at s = so = 0;

A is the dip angle;

1
k is the curvature, i.e. Kk = I and R let be the radius of the helix in the xy plane;

83
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B is the z component of the homogeneous magnetic field B= (0,0, B,);
q is charge of the particle in units of positron charge; and
h is the sense of rotation of the projected helix in the xy (bending) plane.

The notion of helix is of great importance, since it is used in order to calculate the
distance of closest approach between two tracks and therefore deduce the point of the
secondary vertex. The method is explained in detail in Section 4.2. In the following
paragraphs, the method of microvertexing will be presented. It consists of the method
that was developed in order to deduce the parameters needed for the reconstruction of
the D° decay. The most fundamental parameters are listed below.

i. The distance of closest approach, denoted by DCA, between the two daughter
particles’ tracks;

ii. the secondary vertex coordinates, defined as the point where the D° decay takes
place;

iii. the decay length of D° defined as the distance between the primary and the
secondary vertices;

iv. the distance of closest approach of the D° to the primary vertex; and
v. the distance of closest approach of daughter particles (K, ) to the primary vertex.

As it will be later shown, these variables will be used as a powerful tool in per-
forming the adequate cuts needed for the topological reconstruction of the D° decay.
In addition, we refer that there exists a set of subsequent variables, that are derived
from the above ones. The description of these variables, along with the reconstruction
method is the main topic of the discussion of Section 4.2. Let us also mention that for
the microvertexing calculation, the global tracks are used as opposed to the primary
stated in Appendix E.

4.2 The Calculation of the Microvertexing Variables

In the microvertexing algorithm, the most crucial step is the determination of the
distance of the closest approach (DCA) between the daughter particles. A detailed
description of the method for the analytical calculation of the DCA between two tracks
t1, 1o (helices) can be found in Appendix D.4. We also consider a priori the geometrical
middle of the DCA between the two tracks to be the point of the secondary vertex,
which is defined as the point when the DY decay takes place. Once the specific point
is localized, and with the prior knowledge of the primary vertex coordinates, on an
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event-by-event basis, we can proceed with the calculation of the decay length of the D
candidate. In Figure 4.1 it is shown a schematic depiction of a D° decay along with
the trajectories of the daughter tracks (¢; and ¢5) in the transverse plane (r—¢). In the
same Figure 4.1, it is marked also the primary and the secondary vertex, as well as the
DCA of daughter tracks to the primary vertex.

FiG. 4.1: Cartoon depicting the detail of the D° decay along with the microvertexing parameters.

In particular, let us consider:
O to be the point of the primary vertex;
C' to be the point of the secondary vertex;
OC' to be the vectorial decay length of the K'm pair;

|AB| to be the DCA between the daughters;

OF|, (|lOG]) to be the DCA of the t1, (t2) track to the primary vertex, d}, using a
‘ ) ) p Y ) 0 g
straight line approximation (in the absence of magnetic field);

|O1], (|JOH|) to be the DCA of the ¢y, () track to the primary vertex, extrapolating
the helix t1, (2) in the magnetic field;

Py, (133) to be the momentum of the ¢y, (t2), tangent to the point A, (B);
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AF to be the vector pointing towards the primary vertex, opposite in direction to the
P, and with magnitude the distance of the decay point A and the point of closest
approach F' (to the primary vertex);

BG to be the vector pointing towards the primary vertex, opposite in direction to the
Pp and with magnitude the distance of the decay point B and the point of closest
approach G (to the primary vertex);

€08 Opomring With Onomrme let be the angle between the D° flight line (O_C) and its
reconstructed momentum Ppo as calculated by (4.2), a sketch of this variable
combining the momentum and the decay length, is shown in Figure 4.4; and

DCA po to be the DCA of the D° reconstructed parent particle to the primary vertex,
whose calculation is given by (4.3).

Furthermore, let us mention that the momentum of each track that is used both in
the microvertexing technique and in the calculation of the invariant mass, is being
calculated by propagating the track using the helix method in the DCA between tracks
as stated in Appendix D.2. In addition, concerning the calculation of the 0.onrive,
since the D° is a neutral particle, its momentum is not affected by the presence of
the magnetic field, hence a straight line extrapolation of the parent momentum ]3Do =
P_:4 + P} to the primary vertex is considered.

OC - (P4 + Pg)

COs QPOINTING = = = = (42)
|OC| - |Pa + Pg]
Therefore the distance of closest approach of the parent is given by (4.3).
DCA po = |OC| - $in Oporerne (4.3)

Finally, let us also make a note that the position vectors OA and OB with respect to
the primary vertex can be calculated simply by subtracting from each position vector—
with respect to the origin of the axis (o, yo, z0)—the vector of the primary vertex: KO.
In particular by considering KﬁO, KA and KE, the vector of primary vertex, of the first
(t1) and the second track (t2)—with respect to the (xg,yo, 20)—the relations between
the two reference frames become:

OA = KA—KO (4.4)

—

OB = KB-KO
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Fi1G. 4.2: Cartoon depicting the angle ¢o between the planes of the decay daughters and the angle
¢1 between the normal vectors.

4.2.1 The Coplanarity of the Decay Daughters

Let us consider the triangles OAF for the ¢; track and OGB for the track o, as shown
in Figure 4.1. Each triangle, corresponds to the plane that the momentum p and the
DCA lay on, for each daughter.

A cut that allows to determine a possible D° candidate, is the demand whether
the momentum of the K7 pair points back to the primary vertex. In particular, we
can examine the relative positions of the points F, G of closest approach of the two
daughter particles, with respect to the primary vertex. By introducing the following
cross products

v = OF x AF (4.6)
£ = OG x BG

we define the normal vectors of the planes OF' A and OGB. Let us also define the angle
between these two planes as ¢, and the angle between the normal vectors as ¢, as can
be seen in Figure 4.2. It is clearly seen that ¢; and ¢, are supplementary angles. Also:

v-&
[ - 1¢]
The angle between the planes therefore is given by the relation ¢, = m — ¢1. It is
important to note that this angle is not the angle between the vectors OF and OG.

We can distinguish which K7 pair is likely to emerge from a D° decay, by introducing
a cut on the angle ¢s.

¢1 = arccos (4.8)

The Angle Between the Daughter Planes

The demand for this angle to be 0 < ¢y < 7/2, explaining that daughter particles
emerging from a D° decay, need to lay in separate spaces separated by the OC (flight
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line of the D). We can discriminate the possible D° candidate pairs, by imposing such
a cut as it will be later discussed. In particular, two cases are distinguishable:

i. When the points of closest approach F, G lay on opposite sides with respect to the
flight line OC' as it is shown in Figure 4.3(a); and

ii. when the points of closest approach F, G for both daughter tracks, lay on the same
side of the OC' (the pair flight line) as can be seen in Figure 4.3(b).

(a)

F1G. 4.3: Cartoon of K7 daughters plane. The angle between the two planes is ¢o > g (a)
and ¢y < g (b).

4.2.2 The Angle Opointine

After the reconstruction of the parent momentum PDo as well as the parent flight line
OC’ the Opomring 1s defined as the angle between OC’ PDo as can be seen in Figure 4.4.
A cut on the cos ,omrne can be imposed, having in mind that for a the D° signal, the
momentum is collinear with the flight line Ot', yielding cos Opomrivg ~ 1, as it will be
presented from the MC study, (cf. Section 5.5.5).

4.2.3 The Angle 6*

Let us consider the decay of the D° both in the lab frame and the D° rest frame. In
the latter frame, the two daughters are emitted in a back-to-back correlation, because
of the conservation of the 4-momenta. The momentum of one of the daughters is p”
in the D° rest frame. Let also denote by @ the direction of emission of the D in the
laboratory frame. Therefore the angle between p” and ¥ is the 8* of that particle as seen
in Figure 4.4. In Appendix A.3 it is explained the exact procedure of the calculation
of the angle 6*.
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Ppo
¢ / epointing

Fi1G. 4.4: Left: Cartoon depicting the angle poyrive for the reconstructed D° defined as the angle
between the reconstructed parent momentum and the flight line. Right: Cartoon of the
0* for the kaon track. In the dotted line the parent momentum in the laboratory reference
frame is denoted. In the center of mass, both daughter particles are emitted in back to
back orientation.

4.2.4 The Calculation of DCAxy and DCA,

During the event reconstruction, each track is propagated towards the primary ver-
texand a consecutive fit is performed. The distance of the closest approach of the track
trajectory and the event’s primary vertex, is denoted by DCA,, (in the transverse
plane) and in a similar manner the DCA, is calculated along the z-axis. For each
value of the DCA,,, DCA, the adequate error is being given, denoted by cDCA,, and
oDCA,. The total (global) DCA¢ of the track in 3-D is given by (4.10). The reason
for this cut to be applied that in order to select the tracks that have a large probability
to have been generated at the primary vertex.

DCA, = /DCAZ, + DCA? (4.9)

It is of extreme importance to carefully perform a cut on a maximum value of the
global DCA. In particular we consider

DCA,; < 1.5cm (4.10)

The distributions of the DCA along with the resolutions cDCA (both in r—¢) as well

as the ratio 2224 are plotted in Figures 4.5 (a)—(f) for the Cu+Cu (2005) run and in

Figures 4.6 (a)—(f) for the Au+Au (2007) run.
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F1G. 4.5: Distributions of DCAyy (a), DCA, (b), cDCA4y (¢), cDCA, (d), U%%’X“Y (e) and U%%ZXZ
(f). All plots correnspond to tracks for various SVT+SSD=0 (black), 1 ?blue), 2 (green),
3 (red) and 4 (magenta) hits. Taken from the Cu+Cu at /sy = 200 GeV (High Tower)

(run V).
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F1G. 4.6: Distributions of DCAyy (a), DCA, (b), cDCA, (c), cDCA, (d), a%(éﬁf;y (e) and U%%XZ
(f). All plots correnspond to tracks for various SVT+SSD=0 (black), 1 (blue), 2 (green),
3 (red) and 4 (magenta) hits. Taken from the Au+Au at /sy = 200GeV (Btag) (run

VIL).
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4.2.5 The Products DCAL, -DCAZ, and d;*' - d¥*

The calculation of the DCA is performed by extrapolating the momentum of the track
e.g. ]3A, calculated at point A to the primary vertex and calculating at that point the
DCA. As shown in Figure 4.1, the calculation of the OI and OH is being performed
taking into account the magnetic field and propagating the helix till the point of closest
approach to the primary vertex. From now on, we shall refer to the OH by the DCA
and DCA,, the transverse and z-component of the DCA.

However, for the OG we consider a rather straight line propagation to the primary
vertex. The latter parameter will be denoted from now on, as the impact parameter
dy. It is clear that for high-p, particles, the length of the sagitta approaches the null
value, (Appendix B.2) therefore both DCA, and dj” for each track tend to coincide.
We select the transverse profile of the DCA to primary vertex for each track, creating
a useful variable that will be used as a cut. The products II; and II, are defined as the
inner product of the transverse DCA of the tracks to the primary vertex of each K
pair.

1T, DCAE . DCAT, (4.11)
I, = &% .a»m (4.12)

4.3 The Resolution of the DCA in Tracking

In cylindrical coordinates, given the error on the measurement in the r, ¢ plane is 0,4
the error for the tracking with momentum p; |Ferbel 87| is given by (4.13).

Ope D1 0Org 720
pe  03-B-L2\ N+4

(4.13)

In (4.13), B is the magnetic field measured in [T], L is the range of the track in [m]
and by N is denoted the number of points that were used to measure the track, in a
uniform spacing among them. The error on the angle 8 given the error o, is calculated
by (4.14).

Og —

oy [12(N —1)
A ES) (4.14)

4.3.1 The Multiple Coulomb Scattering

When a charged particle traverses a thin medium, then it is deflected by many small
angle scatters. The Coulomb force from the nuclei is mainly responsible for such a de-
flection, therefore the name Multiple Coulomb scattering (MCS). However for hadronic
projectiles, the strong interaction contributes to the total multiple scattering, as well.
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In particular we can consider that the deflection angle 6 [Amsler 08] is related to the
momentum p of the particle via (4.15).

~ 13.6 [MeV]

Bep
In (4.15) the 2 in the charge of the incident particle and < refer to the target medium
thickness expressed in radiation lengths X,. Let us also note that (4.15) is valid up
to 11% for 1072 < 5 < 10? and single charged incident particle (with 3 = 1) and all
Z of target material. Taking the MCS under consideration and for a given material,
it is only proportional to the p=! of the track. In addition to the measurement error
(4.13)—(4.14), there exists also error due to the MCS effect [Ferbel 87|. Taking into
account, for the transverse plane is:
oS 0.05 L

= S\ B (4.16)

and for the # component resolution due to the same effect, is:

015 [ L
o)'OS = 0015 & (4.17)
V3p V Xo

It is clear from (4.13)—(4.17) that the momentum resolution improves with L? and B,
whereas with the increase of N it only improves by vV N . For a total resolution we can
consider that the o of tracking for a track with momentum p is given by the following

formula
b2
o(p) =4/a®+ e (4.18)

with the first term incorporates the measurement error, and the second term reflects
the MCS. In STAR experiment, it is expected that in r—¢ plane, the tracking to have
a better resolution |Fisyak 07| than in the z dimension. In Figures 4.7: (a)—(d) the
resolution in both in r-¢ and z is plotted as a function of p~! for the two datasets:
Cu+Cu (run V) and Au+tAu (run VII) at /5. = 200 GeV. In order to construct the
current 2-D distributions, we consider or a given p interval and fixed number of hits
of the tracks, SVIT+SSD = C where C < 5, C € Z, the distributions of the cDCA,
and cDCA, are being plotted in 1-D distributions. The mean value Z (4.19) of each
distribution, along with the adequate error (4.20), are correlated for the corresponding
Ap~! bin and for a fixed C.

0o /1) X, <1 +0.038 1nXi) (4.15)

0

> @ (4.19)

1
N
R _2|
o = JMZ(:@@ (4.20)
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The typical values for the resolution both in r—¢ and z cylindrical components, for
tracks with momentum of p = 1GeV/c are summarized in Table 4.1. The overall
resolution distributions (both transverse and z components), as a function of the in-
verse momentum p~', are shown in Figure 4.7 both for the Cu+Cu (run V) and the
Au+Au (run VII) at /5. = 200 GeV datasets.
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Fi1G. 4.7: Tracking resolution in ¢ (a) and z (b) as a function of p~' for tracks with

SVT+SSD=0 (red), 1(green), 2(blue), 3(magenta) and 4(black) hits. Plots (a) and (b)
created with Cu+Cu at /Sy = 200 GeV (High Tower) data, (c) and (d) created with
AutAu at /sy = 200GeV (Btag) data. The black line indicates the p = 1GeV/c.

Vertical error bars reflect the statistical error.
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TAB. 4.1: Resolution of DCAy, and DCA, values calculated at p = 1GeV/c for various
SVT+SSD cases, shown in Figure 4.7. Taken from Cu+Cu at /sy = 200 GeV (run
V), (High Tower) and Au-+Au at \/Syy = 200 GeV (run VII) (Btag) data. All errors are
statistical.

SVT+SSD hits o¢DCAy [pm)] oDCA, [pm]

Cu+Cu
0 1983.92 4+ 0.27 1304.34+0.13
1 596.48 4= 0.15 830.13 £ 0.09
2 203.03 £+ 0.05 201.80 £ 0.07
3 167.64 & 0.07 116.73 & 0.06
4 156.04 = 0.14 101.89 £+ 0.07
Au+Au
0 224893 +0.96 2117.61 +0.68
1 900.66 = 0.54 1430.63 £ 0.86
2 272.00 4+ 0.16 379.71 £0.32
3 201.25 4+ 0.16 240.00 £ 0.27
4 163.52 £ 0.38 195.11 £ 0.58
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Chapter

Simulation Study

The main subject of the current chapter, is the simulation study of the decay properties
of DO — K=7t. The goal is to obtain a study on the decay topological properties. The
microvertexing code is applied on the simulation sample allowing the comparison between
reconstructed and initial values. Also a comparison of the simulation and the data is
performed, in the final sections allowing a cut study on the microvertexing variables. The
latter study allows the extraction of the set of optimized values for the cuts that will be
later applied on the data sample, allowing us to perform the D° analysis.

5.1 Introduction

The STARSIM [Potekhin 06, Perevoztchikov 10| simulation interface is a framework
designed for the STAR detector using the GEANT [Apostolakis 93| simulation package.
It can simulate the geometry of different subsystems of the STAR detector, as well
as particle generation. Using the STARSIM simulation package a pure D° signal is
generated with the following properties. A total of approximately 4- 10° events, with
each event containing 1 D that decays only in the hadronic channel K~7". The
daughter particles are then propagated through the ensemble of the material of STAR,
detector for the year 2005, denoted by the geometry tag: y2005g [Didenko 10]. Each
event is generated within 30 < z — vertex < 30 [em], as shown in Figure 5.1. The
daughter tracks span within the n € [—1,1] area in pseudorapidity, and full azimuth
coverage ¢ € |[—m, 7| as can be seen in Figure 5.2. The tracks’ distance of closest
approach to the primary vertex both in the bending plane and in z direction: DCA .
and DCA,, can be seen in Figure 5.2. Finally the invariant mass of D° with the
adequate gaussian fit can be seen in Figure 5.5. No further background subtraction
was needed to be performed.

97
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Fi1G. 5.1: Primary z-vertex component of the generated MC events, including the cut of the
|vertex| < 30 cm.
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Fi1G. 5.2:  Left: n—¢ coverage of the daughter particles in the TPC space, emerging from the sim-
ulation of D° — K7t case. Right: Correlation of distances of closest approach to the
primary vertex (DCAy, vs. DCA,) for the daughter particles of the D° — K~7T decay.
Plots created from simulation data.
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5.2 The STARSIM Initial Values

The initial values of the decay particles were also introduced in the STARSIM. In
particular we present the initial decay length in Figure 5.3 (left side), as well as the
initial p, distribution as shown in Figure 5.3 (right side) for the n of the D® (Figure 5.4).
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FiG. 5.3: Pure D signal created with STARSIM. Left: D° decay length distribution. The mean
value of the distribution is L = 158 um. Right: D° initial p, spectrum.

) 4500 Mean -0.005639

S,
2 4000 RMS 1.625
Z 3500
w
3000
2500
2000
1500

1000

@
=}
S

& T T T T [T T T

=

nofD°

FIG. 5.4: Pseudorapidity distribution of a pure D signal created with STARSIM simulation
package.

5.3 The Tracking Resolution

The daughter tracks coming from the D° — K-7' are extrapolated to the pri-
mary vertex and the distances: DCA,, and DCA, are calculated, along with their
errors (6cDCA,, and ¢DCA,). In Figure 5.6 it is presented the resolution of the
tracking in the transverse plane (¢DCAyy) and z-component (¢DCA,). The method
that is applied in order to perform the study, is identical to the one applied on the
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yield 3.714e+04 + 192
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F1G. 5.5: Simulation of DY — K~n" invariant mass yield along with gaussian fit (green line)
yielding the mean value of 1.858 GeV/c? and o = 12 MeV /c2.

Cu+Cu and Au+Au datasets, as described in Section 4.3. Finally the values of both
the tracking resolutions cDCA,, and ¢DCA, for tracks with p = 1GeV/c and for
various SVT+SSD hits are shown in Table 5.1. The distributions of the resolutions as
a function of the inverse momentum, p~! of tracks and for various SVT-+SSD cases,
respecting (4.15), is presented in Figure 5.6.

=)
w
5}
)
3
&
@
g
g

T FOBE -
S, 4 E T F — svmssou +
> o _._"' T E ——svisso= +
< (.25 —=— svrssso=s -+ g OB ——svissoss +
g F —— svrisso=s L Q& E ——svmssom 4+
o [ - © 025 ~ "
02— - E -~
= ot 02l -~
0150 P ++ E P T
15 e PR = o -
e e 015 o e
01 -~ E L e
£ e 0.1— - ST
C R E SRR
- +++ e _hw-- ++"‘ ——
0.05— P, . IS 0.05F e USRS,
C e =B en eSS tas Taas s o (N E o rererere " S5 ~
| _.—hl-.-?,-’.#._wm_.’.- E P = w= = "o =
5‘*‘;‘;‘3 OMHH\HHMH\H‘\
5 15 . ] 05 15 2 3
F1> [Gevic]* 51 (Gevig)*

Fi1G. 5.6: Tracking resolution as a function of p~! in r—¢ (left) and z (right) components. Taken
from simulation with geometry y2005g. The black line indicates the p = 1 GeV /c. Vertical
error bars reflect the statistical error.

5.4 The Microvertexing Method Application on Monte
Carlo

In order to compare the results of the microvertexing method on data and Monte
Carlo, we can plot the relative difference of the value of each variable reconstructed
(denoted by the tag RECO) by the microvertexing technique and the initial values
of the simulation (denoted by the tag GEANT). After generating the pure D° signal
and forcing it to decay only in the hadronic channel DY — K~7" we can extract
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TAB. 5.1: Resolution of DCAy, and DCA, values calculated at p = 1GeV/c for various
SVT+SSD cases. Taken from simulation with geometry y2005g. All errors are statistical.

SVT+SSD hits  oDCA,, [um] oDCA, [pm]

1839.64 £10.34 1247.61 +4.03
535.64 £ 2.88 861.27 £ 1.68
210.33 £ 1.48 249.98 + 1.69
162.36 £ 0.83 119.26 £+ 0.67
139.15 £ 0.71 95.87£0.36

=W N = O

the information of the kinematics of daughter particles, such as the momentum. By
propagating the daughter particles through the STAR detector material, we apply the
reconstruction code, that contains the microvertexing technique. For every pair of
negative and positive tracks, the secondary vertex (the point that the D° decay takes
place), as well as the decay length are being calculated using the method described
in Section 4.2. The information is stored on an event by event basis and the values
obtained are compared to the initial GEANT values. We present this comparison for
the following microvertexing variables as a difference between the reconstructed and
initial values: AL = GEANT — RECO. Let also note that the primary vertex is not
calculated but rather extracted from the event information and plotted in order to
guarantee that the values obtained belong to the same event.

i. The difference between the values of primary vertex in z, y and z, as shown in
Figure 5.7. Let us note that the only reason the comparison for the primary vertex
is performed is to make sure that the variables corresponding to the same events
are compared each time;

ii. the difference between the values of secondary vertex in x, y and z, shown in
Figure 5.9; and

iii. the difference between the values of decay length vertex in x, y and z, shown in
Figure 5.11.

In addition a correlation of RECO-GEANT as a two dimensional plot is also presented:

i. The values of the primary vertex in x, y and z, obtained by GEANT vs. the
reconstructed (RECO) ones, as shown in Figure 5.8;

ii. the secondary vertex in z, y and z shown in Figure 5.10; and

iii. the decay length in z, y and z, shown in Figure 5.12.
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5.4.1 The Impact of the Silicon Hits on the Microvertexing
Variables

In order to investigate the impact of the inclusion of the Si hits in the tracks, we
perform the following cut. By demanding explicitly for every track to comply with the
cut SVT+SSD=n (where n=0-4), we calculate distributions of the:

i. The DCA between the daughter tracks shown in Figure 5.13 (a);
ii. the decay length of DY as seen in Figure 5.13 (b); and
iii. the DCA of D° to primary vertex shown in Figure 5.13 (c).

The calculation of the D° DCA is performed by taking into consideration the straight
line extrapolation, using (4.3). As it will be later shown in Section 5.5, the cut on the
total SVT+SSD hits of a track has an impact on the reconstruction of the microvertex-
ing variables. In Table 5.2 the mean values of the reconstructed microvertexing vari-
ables extracted from the MC dataset are summarized.

TAB. 5.2: Mean values of the microvertexing variables for various SVT+SSD=0-4 cases.
Data is taken from simulation.

: DCA Decay length ~ DCA of D°
variables 0
L between of D to
Si hits

[cm] .
daughters primary vertex

0 0.202 0.280 0.220
1 0.114 0.172 0.124
2 0.073 0.114 0.080
3 0.058 0.090 0.063
4 0.048 0.076 0.052
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5.5 The Reconstructed Microvertexing Values Cut Study

In order to tune up the cuts that will be later used for the analysis and find the optimal
cuts for the reconstruction of the D°, a cut study is being performed on the simulation
sample, and in particular examining the microvertexing variables, cf. Section 4.2. Let us
consider the distribution of the variable a both in the MC and data. The MC values of
that variable (denoted by a,,.) can be considered as the signal (S) and the Cu-+Cu data
values (denoted by agq,) can also be considered as the background (B). Both variables
are presented in one dimensional j—]‘\’, distributions, with their integral normalized to
unity (e.g. Figure 5.14 (a) for the DCA between tracks). The goal of the current study
is to investigate the impact of an inclusive cut (keeping the region of Aa = [aq, as]) on
the S and B distributions. For this reason, we investigate the variation of the (5.1) in
the pre-determined interval Aa. In addition we examine the variation of both the %
and the \/% in the predetermined interval. Finally, the survival percentage (denoted
by SP); ergo the percentage contained of the variable for each data sample (MC and
data) in the range Aa is also presented for every microvertexing variable.

2 da
S = e AN
/a1 dN

(5.1)

“ dadata
B = N
/a dN d

1

In addition, the inclusion of the Si hits of each track in the calculation of the microver-
texing variables, is investigated by repeating the study for the various SVT-+SSD cases.
The MC dataset that is used for the current described in Section 5.1. For the data
comparison we used the Cu+Cu at /s, = 200 GeV, High Tower trigger setup dataset,
(cf. Chapter 6). The calculation of the variables both for MC and real data is done
using the same technique as described in Section 4.2. Additionally, two regions will be
considered: [0,1] (cm) and [0,0.1] (cm). The following variables are used to perform
this cut study.

i. The distance of closest approach (DCA) between the daughters;
ii. the decay length of the K7 pair; and

iii. the reconstructed DCA of the DY (parent particle) with respect to the primary
vertex.
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5.5.1 The S/B Study for SVT-+SSD>0 hits

We begin the S/B variation study by considering the case where all the tracks used
for this study have a total number of silicon hits SVT-+SSD> 0. We select the region
[0,1] (¢cm) and the variation of the S and B is examined with a step of 0.1 cm. We will
insist on the region [0,0.1] cm by varying the ratios S/B, S/v/ B, with a more fine step
of 0.01 cm.

The Range of Study [0, 1] cm

In Table 5.3 the values of S and B along with the ratios S/B and S/v/B' for each mi-
crovertexing variable are summarized for the Aa = [0, 1] (cm) range. Also the survival
percentage (SP) in the range Aa is also presented for every microvertexing variable
in (b), as well as the ratios S/B (c) and S/v/B' (d). In particular, the DCA between
daughter tracks is plotted in Figures 5.14, the D° decay length in Figures 5.15 and the
DY DCA to the primary vertex in Figures 5.16.
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Fi1G. 5.14: DCA between tracks S/B variation study for SVT+SSD>0, in the range [0, 1] (cm).
Normalized distribution of S and B (a), survival percentage per value range (b), ratio

S/B (¢) and S/VB' (d).
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FiG. 5.15: DY decay length S/B variation study for SVT+SSD>0, in the range [0,1] (cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.3: S/B variation of microvertexing variables in the [0, 1] (cm) range, for SVT+SSD >0 hits of each track.

.Nge o) [0,0.1] [0,0.2] [0,0.3] [0,0.4] [0,0.5] [0,0.6] [0,0.7] [0,0.8] [0,0.9] [O,1.0]

S 0.790 0944 0978 0.988 0992 0.994 0995 0.996 0.997  0.997

DCA B 0.455 0.656 0.755 0.813 0.849 0.876 0.896 0911 0.924 0.933
between tracks S/B 1.737 1437 1294 1.216 1.167 1.134 1.110 1.092 1.078 1.068
S/V/B' 1171 1166 1.126 1.096 1.077 1.062 1.051 1.044 1.037 1.032

S 0.652  0.867 0928 0.953 0966 0.973 0978 0.982 0984 0.986

DY B 0.265 0.496 0.620 0.696 0.746 0.782 0.811 0.833 0.852 0.866
decay length S/B 2466 1.748 1495 1369 1.295 1.243 1.206 1.177 1.155 1.138
S/V/B' 1267 1.231 1179 1.142 1.118 1.100 1.086 1.076 1.066  1.060

S 0.797 0943 0973 0984 0989 0.992 0994 0.995 0995 0.996

D° DCA to B 0.459 0.682 0.779 0.833 0.869 0.894 0.913 0.929 0.941 0.950
primary vertex  S/B 1.736 1.382 1.248 1.180 1.139 1.109 1.087 1.071 1.057 1.048
S/V/B' 1176 1.142 1.102 1.078 1.061 1.049 1.040 1.032 1.026 1.022
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Fi1G. 5.16: D° DCA to primary vertex S/B variation study for SVT+SSD>0, in the range [0, 1] cm.
Normalized distribution of S and B (a), survival percentage per value range (b), ratio

S/B (¢) and S/VB' (d).
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Range of Study [0,0.1] cm

For the specific range interval, the values of S and B along with the ratios S/B and
S/V/B' for each microvertexing variable are summarized for the Aa = [0,0.1] (cm)
range in Table 5.4. Concerning the graphical part, for every Figure the raw distri-
butions are given in (a), the SP in (b), along with both S/B in (c) and S/v/B in
(d). In Figures 5.17 the plots referring to the DCA between daughter tracks are pre-
sented. For the D° decay length the plots are given in Figures 5.18. Finally for the D°
DCA to the primary vertex the plots are found in Figures 5.19.
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Fi1G. 5.17: DCA between tracks S/B variation study for SVT+SSD>0, in the range [0,0.1] (cm).
Normalized distributions of S and B (a), survival percentage per value range (b), ratio

S/B (c) and S/VB' (d).
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FiG. 5.18: DO Decay length S/B variation study for SVT+SSD>0 in the range [0, 0.1] (cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.4: S/B variation of microvertexing variables for different ranges in the [0,0.09] (cm) and SVT+SSD >0 hits of each track.

.Rge o) [0,0.01] [0,0.02] [0,0.03] [0,0.04] [0,0.05] [0,0.06] [0,0.07] [0,0.08] [0,0.09]

S 0.153 0.286 0.398 0.490 0.565 0.626 0.678 0.722 0.758

DCA B 0.061 0.118 0.172 0.223 0.270 0.313 0.353 0.391 0.424
between tracks S/B 2.508 2.419 2.310 2.196 2.091 1.990 1.918 1.848 1.788
S/VB 0.619 0.832 0.959 1.037 1.087 1.118 1.141 1.155 1.164

S 0.016 0.080 0.173 0.267 0.354 0.433 0.500 0.561 0.609

DY B 0.002 0.012 0.033 0.062 0.095 0.129 0.165 0.199 0.232
decay length S/B 8.000 6.666 5.242 4.300 3.732 3.355 3.030 2.811 2.618
S/VB 0.357 0.730 0.952 1.072 1.148 1.205 1.230 1.258 1.264

S 0.074 0.204 0.333 0.442 0.533 0.607 0.669 0.719 0.760

D° DCA to B 0.018 0.059 0.114 0.172 0.229 0.283 0.332 0.378 0.419
primary vertex S/B 4.111 3.413 2.925 2.568 2.326 2.145 2.010 1.902 1.813
S/VB  0.551 0.839 0.986 1.065 1.113 1.141 1.161 1.169 1.174
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FiG. 5.19: D° DCA to primary vertex S/B variation study for SVT+SSD>0, in the range
[0,0.1] (cm). Normalized distribution of S and B (a), survival percentage per value

range (b), ratio S/B (c) and S/VB' (d).
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5.5.2 The S/B Study for SVT+SSD>1 hits
The Range of Study [0, 1] cm

In Table 5.5 the values are summarized in the interval Aa = [0, 1] (cm) and B along
with the variation of S/B and S/v/B' in a given range. Concerning the graphical
part, for every Figure the raw distributions are given in (a), the SP in (b), along with
both S/B in (c) and S/+v/B in (d). The DCA between tracks is shown in Figure 5.20,
the D° decay length in Figure 5.21 and finally the D° DCA to the primary vertex in
Figure 5.22.
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F1G. 5.20: DCA between tracks S/B variation study for SVT+SSD>1, in the range [0, 1] (cm).
Normalized distribution of S and B (a), survival percentage per value range (b), ratio

S/B (¢) and S/VB' (d).
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FiG. 5.21: DY decay length S/B variation study for SVT+SSD>1, in the range [0,1] (cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.5: S/B variation of microvertexing variables in the [0, 1] (cm) range, for SVT+SSD>1 hits for each track.

range (cm)

) \ [0,0.1] [0,0.2] [0,0.3] [0,0.4] [0,0.5] [0,0.6] [0,0.7] [0,0.8] [0,0.9] [O,1.0]

variables
S 0.941  0.990 0.996 0998 0.998 0.999 0.999 0.999 0.999 0.999
DCA B 0.591 0.766 0.832 0.868 0.891 0.909 0.923 0.933 0.942 0.949
between tracks S/B 1.591 1.293 1.197 1.150 1.120 1.098 1.082 1.070 1.059 1.052
S/\/E 1.224 1.131 1.091 1.071 1.057 1.047 1.039 1.034 1.029 1.025
S 0.852 0.956 0.978 0987 0.990 0.992 0.994 0.995 0.996 0.996
DO B 0.413 0.637 0.730 0.781 0.815 0.840 0.860 0.876  0.889  0.899
decay length S/B 2.061 1.500 1.340 1.261 1.210 1.180 1.155 1.135 1.120 1.108
S/\/E 1.326  1.197 1.145 1.116 1.096 1.082 1.071 1.063 1.056 1.050
S 0.944 0.990 0.995 0997 0.998 0.998 0.998 0.998 0.998  0.998
D° DCA to B 0.628 0.790 0.849 0.882 0.906 0.924 0.939 0.950 0.959 0.966
primary vertex S/B 1.502 1.253 1.173 1.129 1.100 1.079 1.063 1.050 1.040 1.033
S/\/E 1.191  1.114 1.079 1.061 1.049 1.038 1.029 1.024 1.019 1.015
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FiG. 5.22: D° DCA to primary vertex S/B variation study for SVT+SSD>1, in the range
[0,0.1] cm. Normalized distribution of S and B (a), survival percentage per value range

(b), ratio S/B (c) and S/VB' (d).
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Range of Study [0,0.1] cm

For the specific range interval, the values of S and B along with the ratios S/B and
S/v/B’ for each microvertexing variable are summarized for the Aa = [0, 0.1] (cm) range
in Table 5.6. Concerning the graphical part, for every Figure the raw distributions
are given in (a), the SP in (b), along with both S/B in (c) and S/v/B in (d). In
Figures 5.23 the plots referring to the DCA between daughter tracks are presented.
For the D° decay length the plots are given in Figures 5.24. Finally for the D° DCA to
the primary vertex the plots are found in Figures 5.25.
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F1G. 5.23: DCA between tracks S/B variation study for SVT+SSD>1, in the range [0,0.1] (cm).
Normalized distributions of S and B (a), survival percentage per value range (b), ratio

S/B (c) and S/VB' (d).
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Fi1G. 5.24: DO Decay length S/B variation study for SVT+SSD>1 in the range [0, 0.1] (cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.6: S/B variation of microvertexing variables for different ranges in the [0,0.09] (¢cm) and SVT+SSD>1 hits for each track.

.Rge o) [0,0.01] [0,0.02] [0,0.03] [0,0.04] [0,0.05] [0,0.06] [0,0.07] [0,0.08] [0,0.09]

S 0.234 0.432 0.583 0.694 0.777 0.834 0.875 0.904 0.925

DCA B 0.089 0.170 0.246 0.314 0.376 0.431 0.480 0.522 0.559
between tracks S/B 2.604 2.530 2.373 2.205 2.062 1.932 1.821 1.730 1.653
S/VB 0.784 1.047 1.175 1.239 1.267 1.270 1.262 1.251 1.237

S 0.031 0.152 0.314 0.461 0.579 0.671 0.737 0.787 0.824

DY B 0.004 0.025 0.065 0.117 0.173 0.229 0.282 0.330 0.374
decay length S/B 7.750 2.929 4.798 3.920 3.333 2.920 2.609 2.380 2.201
S/VB' 0.490 0.961 1.231 1.348 1.392 1.402 1.388 1.370 1.347

S 0.137 0.358 0.550 0.682 0.775 0.837 0.880 0.908 0.928

D° DCA to B 0.033 0.108 0.200 0.291 0.374 0.444 0.504 0.553 0.594
primary vertex S/B 4.058 3.295 2.742 2.338 2.072 1.883 1.746 1.641 1.560
S/V/B' 0.754 1.089 1.229 2.343 1.267 1.256 1.240 1.221 1.204

AQNLS LND SHNTVA ONIXAIMAAOUDIN dALONYLSNODEY HH], €°C

acl



126 5. SIMULATION STUDY

= 0.025 - MC < 100—
S, L - B —— e —————
P . N e —
£ ol —DAT/ £ g —
€ 0.02— S 80— —
w r I C MC
Az * g =
F T e .
0.015— R DATA
C 5 -
[ « =
F 40—
0.01— L
r 20—
0.005— C
r o
0 C L P L P - L - L L PR B L L 1 C L L L L L L L L L
0 0.02 0.04 0.06 0.08 0.1 000.1] [0.002] [0.003] [0.004] [0005 [0.006 [0007] [0008 [0009] [0.0,1.0]
DCA of D° to primary vertex [cm] DCA of parent to PV: integral range [cm]
(a) (b)
@ L Q L
D e % L —_————
— L ———
4 L —_— —_——
|- 1.2— —_——
35— F
[ R 11— P
3 E
L —— i
25— =
r e 09—
o — o
E —_——— E
C ——— 0.8—
= —_— =
— — ——
15 L L L L L L L L J [ L L L L L L L L
[0.00,0.01] [0.00,0.02] [0.00,0.03] [0.00,0.04] [0.00,0.05] [0.00,0.06] [0.00,0.07] [0.00,0.08] [0.00,0.09] [0.00,0.01] [0.00,0.02] [0.00,0.03] [0.00,0.04] [0.00,0.05] [0.00,0.06] [0.00,0.07] [0.00,0.08] [0.00,0.09]
DCA of parent to PV: integral range [cm] DCA of parent to PV: integral range [cm]

(c) (d)

FiG. 5.25: D° DCA to primary vertex S/B variation study for SVT+SSD>1, in the range
[0,0.1] (cm). Normalized distribution of S and B (a), survival percentage per value

range (b), ratio S/B (c) and S/VB' (d).
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5.5.3 The S/B Study for SVT+SSD>2 hits
The Range of Study [0, 1] cm

In Table 5.7 it is summarized the variation of S, B as well as S/B, S/v/B' for the
Aa = [0,1] (cm) range, for tracks with SVT+SSD>2. In addition all tracks comply with
the SVT+SSD >2 silicon hits track. The DCA between tracks is shown in Figure 5.26,
the D° decay length in Figure 5.27 and finally the D° DCA to the primary vertex in
Figure 5.28.
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F1G. 5.26: DCA between tracks S/B variation study for SVT+SSD>2, in the range [0, 1] (cm).
Normalized distribution of S and B (a), survival percentage per value range (b), ratio

S/B (c) and S/VB' (d).
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FiG. 5.27: DY decay length S/B variation study for SVT+SSD>2, in the range [0,1] (cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.7: S/B variation of microvertexing variables in the [0, 1] (cm) range, for SVT+SSD >2 hits for each track.

range (cm)

) \ [0,0.1] [0,0.2] [0,0.3] [0,0.4] [0,0.5] [0,0.6] [0,0.7] [0,0.8] [0,0.9] [O,1.0]

variables
S 0.981 0.997 0.998 0.999 0.999 0.999 0.999 0.999 0.999 0.999
DCA B 0.711 0.856 0.900 0.921 0.935 0.945 0.953 0.959 0.965 0.969
between tracks S/B 1.378 1.165 1.100 1.083 1.067 1.056 1.047 1.040 1.035 1.030
S/\/F 1.163  1.077 1.051 1.040 1.033 1.027 1.023 1.020 1.016 1.015
S 0.910 0.972 0.984 0.990 0.992 0.994 0.995 0.996 0.997 0.997
DO B 0.534 0.741 0.815 0.853 0.877 0.895 0.907 0.918 0.927 0.933
decay length S/B 1.703 1.311 1.208 1.159 1.130 1.110 1.096 1.080 1.075 1.068
S/\/F 1.245 1.129 1.089 1.072 1.059 1.050 1.045 1.040 1.036 1.032
S 0.973 0.995 0.997 0.998 0.999 0.998 0.999 0.998 0.999  0.998
D° DCA to B 0.763 0.874 0.907 0.927 0.942 0.953 0.961 0968 0974 0.979
primary vertex S/B 1.280 1.138 1.098 1.076 1.060 1.048 1.039 1.031 1.024 1.020
S/\/F 1.114 1.064 1.046 1.037 1.029 1.022 1.019 1.014 1.012 1.008
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FiG. 5.28: D° DCA to primary vertex S/B variation study for SVT+SSD>2, in the range
[0,1] (cm). Normalized distribution of S and B (a), survival percentage per value range

(b), ratio S/B (c) and S/VB' (d).
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Range of Study [0,0.1] cm

For the specific range interval, the values of S and B along with the ratios S/B and
S/v/B’ for each microvertexing variable are summarized for the Aa = [0, 0.1] (cm) range
in Table 5.8. Concerning the graphical part, for every Figure the raw distributions
are given in (a), the SP in (b), along with both S/B in (c) and S/v/B in (d). In
Figures 5.29 the plots referring to the DCA between daughter tracks are presented.
For the D° decay length the plots are given in Figures 5.30. Finally for the D° DCA to
the primary vertex the plots are found in Figures 5.31.
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F1G. 5.29: DCA between tracks S/B variation study for SVT+SSD>2, in the range [0,0.1] (cm).
Normalized distributions of S and B (a), survival percentage per value range (b), ratio

S/B (c) and S/VB' (d).
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FiG. 5.30: DO Decay length S/B variation study for SVT+SSD>2 in the range [0, 0.1] (¢cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.8: S/B variation of microvertexing variables for different ranges in the [0,0.09] (¢cm) and SVT+SSD>2 hits for each track.

.Rge o) [0,0.01] [0,0.02] [0,0.03] [0,0.04] [0,0.05] [0,0.06] [0,0.07] [0,0.08] [0,0.09]

S 0.300 0.534 0.700 0.807 0.880 0.918 0.945 0.962 0.973

DCA B 0.118 0.225 0.321 0.408 0.482 0.546 0.598 0.643 0.680
between tracks S/B 2.520 2.372 2177 1.978 1.825 1.683 1.578 1.490 1.429
S/v/B' 0.873 1.125 1.235 1.263 1.267 1.242 1.222 1.199 1.179

S 0.050 0.224 0.434 0.590 0.699 0.777 0.827 0.867 0.890

D° B 0.008 0.043 0.105 0.180 0.257 0.328 0.391 0.446 0.493
decay length S/B 6.589 2.167 4.100 3.270 2.722 2.367 2.115 1.943 1.803
S/VB' 0.559 1.080 1.339 1.390 1.378 1.356 1.322 1.298 1.268

S 0.196 0.471 0.678 0.799 0.870 0.912 0.936 0.955 0.964

D° DCA to B 0.054 0.169 0.300 0.418 0.516 0.593 0.653 0.698 0.734
primary vertex S/B 3.603 2.783 2.256 1.908 1.686 1.537 1.434 1.360 1.312
S/V/B' 0.843 1.145 1.237 1.235 1.211 1.184 1.158 1.143 1.125
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FiG. 5.31: D° DCA to primary vertex S/B variation study for SVT+SSD>2, in the range
[0,0.1] (cm). Normalized distribution of S and B (a), survival percentage per value

range (b), ratio S/B (c) and S/VB' (d).
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5.5.4 The S/B Study for SVT+SSD>3 hits
The Range of Study [0, 1] cm

In Table 5.9 it is summarized the variation of S, B, as well as S/B and S/\/? in the
range [0, 1] (cm) for tracks with SVT+SSD>3. Concerning the graphical part, for every
Figure the raw distributions are given in (a), the SP in (b), along with both S/B in
(c) and S/v/B in (d). The DCA between tracks is shown in Figure 5.32, the D decay
length in Figure 5.33 and finally the D° DCA to the primary vertex in Figure 5.34.
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F1G. 5.32: DCA between tracks S/B variation study for SVT+SSD>3, in the range [0, 1] (cm).
Normalized distribution of S and B (a), survival percentage per value range (b), ratio

S/B (c) and S/VB' (d).
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FiG. 5.33: DY decay length S/B variation study for SVT+SSD>3, in the range [0,1] (cm). Nor-
malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.9: S/B variation of microvertexing variables in the [0, 1] (cm) range, for SVT+SSD >3 hits for each track.

range (cm)

) \ [0,0.1] [0,0.2] [0,0.3] [0,0.4] [0,0.5] [0,0.6] [0,0.7] [0,0.8] [0,0.9] [O,1.0]

variables
S 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000  1.000  1.000
DCA B 0.736  0.872 0.906 0.921 0.931 0.942 0.950 0.957 0970 0.968
between tracks S/B 1.354 1.145 1.103 1.084 1.073 1.061 1.051 1.044 1.030 1.032
S/\/F 1.086 1.049 1.036 1.033 1.031 1.025 1.021 1.018 1.013 1.030
S 0.932 0.980 0.987 0.992 0.995 0.995 0.996 0.996 0.998  0.998
DO B 0.526 0.718 0.795 0.836 0.863 0.880 0.895 0.906 0.916 0.923
decay length S/B 1.770 1.365 1.240 1.187 1.152 1.129 1.112 1.099 1.089 1.081
S/\/F 0.725 0.847 0.891 0914 0.928 0.938 0.946 0.951 0957 0.957
S 0.977 0998 0.999 1.000 1.000 1.000 1.000 1.000  1.000  1.000
D° DCA to B 0.792 0.882 0.908 0.924 0.941 0.950 0.964 0.970 0974 0.981
primary vertex S/B 1.234 1.131 1.100 1.081 1.062 1.049 1.037 1.030 1.025 1.010
S/\/F 1.097 1.062 1.048 1.082 1.040 1.025 1.025 1.015 1.013 1.009

AQNLS LND SHNTVA ONIXAIMAAOUDIN dALONYLSNODEY HH], €°C

LET
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FiG. 5.34: D° DCA to primary vertex S/B variation study for SVT+SSD>3, in the range
[0,1] (cm). Normalized distribution of S and B (a), survival percentage per value range

(b), ratio S/B (c) and S/VB' (d).
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Range of Study [0,0.1] cm

For the specific range interval, the values of S and B along with the ratios S/B and
S/v/B’ for each microvertexing variable are summarized for the Aa = [0,0.1] (cm) in
Table 5.10. Concerning the graphical part, for every Figure the raw distributions are
given in (a), the SP in (b), along with both S/B in (c) and S/v/B in (d). In Fig-
ures 5.35 the plots referring to the DCA between daughter tracks are presented. For the
DY decay length the plots are given in Figures 5.36. Finally for the D° DCA to the pri-
mary vertex the plots are found in Figures 5.37.
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Fi1G. 5.35: DCA between tracks S/B variation study for SVT+SSD>3, in the range [0,0.1] (cm).
Normalized distributions of S and B (a), survival percentage per value range (b), ratio

S/B (c) and S/VB' (d).



140

5. SIMULATION STUDY

Entries [a.u.]

1
N

o
o
N

o
-

0.08

0.06

0.04

0.02

Ss/B

12

10

— MC 100

— DATA

60

Survival percentage [%]

40

20

S S IS S S N S

OTTT‘TTT‘TTT‘TTT‘TTT‘TTTI

0.08 0.1
Decay Length [cm]

SWB

16

15

14

13

12

1.1
—_——

—_—
—_—
———
——
 —

-

0.00,0.01]

| | | | | | | |
[0.00,0.02] [0.00,0.03] [0.00,0.04] [0.00,0.05] [0.00,0.06] [0.00,0.07] [0.00,0.08] [0.00,0.09]

Decay length: integral range [cm]

(c)

80—

TiHT

—— DATA

TTTI\

TT‘TTT‘TTT‘TTT

}
|

L
[0.00,0.06] [0.00,0.07] [0.00,0.08] [0.00,0.09]
Decay length: integral range [cm]

[0.000.01] [0.00002] [0.00,0.03] [0.00,0.04] ~[0.00,0.05]

“HT“TH“HWHH“TH“THITH

L L L L L L L
[0.00,0.03] [0.00,0.04] [0.00,0.05] [0.00,0.06] [0.00,0.07] [0.00,0.08] [0.00,0.09]
Decay length: integral range [cm]

[0.00,0.01]  [0.00,0.02]
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malized distribution of S and B (a), survival percentage per value range (b), ratio S/B

(¢) and S/VB' (d).



TAB. 5.10: S/B variation of microvertexing variables for different ranges in the [0,0.09] (cm) and SVT+SSD>3 hits for each track.

.Rge o) [0,0.01] [0,0.02] [0,0.03] [0,0.04] [0,0.05] [0,0.06] [0,0.07] [0,0.08] [0,0.09]

S 0.338 0.585 0.761 0.862 0.925 0.962 0.982 0.991 0.993

DCA B 0.133 0.243 0.343 0.431 0.510 0.577 0.628 0.672 0.708
between tracks S/B 2.540 2.407 2.218 1.995 1.812 1.667 1.562 1.474 1.403
S/VB' 0.926 1.187 1.299 1.313 1.295 1.266 1.239 1.239 1.180

S 0.066 0.280 0.526 0.688 0.777 0.828 0.875 0.907 0.923

DY B 0.005 0.043 0.104 0.176 0.248 0.322 0.382 0.436 0.485
decay length S/B 11.511 6.511 5.030 3.898 3.122 2.568 2.288 2.076 1.901
S/VB 0.934 1.350 1.631 1.639 1.560 1.459 1.415 1.373 1.325

S 0.225 0.540 0.751 0.846 0.905 0.938 0.961 0.970 0.974

D° DCA to B 0.059 0.188 0.336 0.464 0.569 0.643 0.700 0.737 0.769
primary vertex S/B 3.818 2.860 2.235 1.821 1.588 1.457 1.372 1.315 1.265
S/VB' 0.926 1.245 1.295 1.241 1.199 1.169 1.148 1.129 1.110

AQNLS LND SHNTVA ONIXAIMAAOUDIN dALONYLSNODEY HH], €°C

Il
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Normalized distribution of S and B (a), survival percentage per value
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5.5.5 The S/B Study for the Rest of the Microvertexing Vari-
ables

Concerning the microvertexing variables listed below, the S/B variation study will be
treated using a different range. We shall begin the study by considering the following
variables:

i. The angle ¢, as presented in Section 4.2.1, defined as the angle between the two
planes OAF and OBG of the daughter particles and plotted in Figure 5.38.

ii. the variable cos@ormg, (cf. Section 4.2.2), its distribution can be seen in Fig-
ure 5.38;

iii. the product of DCAL -DCAT, (cf. Section 4.2.5) defined as the dot product of the
DCA daughter tracks in the transverse plane and shown in Figure 5.39; and

iv. the cos6* (cf. Section 4.2.1) as seen in Figures 5.40 for the K and the = candidates;

For the cosfponine variable we select values in the region [a,1]. For the angle
¢2 between the planes (as described in Section 4.2.1), we can distinguish two cases.
In particular we select values within the range ¢, < 7/2 or the range ¢y > 7/2.
Concerning the inner product of the DCA to primary vertex of the daughter tracks,
DCAX .DCAT_in the region [—c, 0] (cm?). In Table 5.11, we summarize the cut study
of the above mentioned variables. Finally, let us also note that we select only the cases
that both tracks of the K~ 7" comply with the SVT+SSD >0.
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Distribution of e cos 0ponring. Both distributions are normalized to the total number of
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TAB. 5.11: S/B variation study of the cos@pomring, €080}, cos % along with the DCAfY -DCAZL,
and the angle ¢» between the planes of the daughter particles. All values are normalized
to unity and all the tracks comply with the demand: SVT+SSD >0 hits.

range [cm?|
< —0.020 < —0.010 < 0.000 < 0.002
variables
S 0.003 0.008 0.624 0.929
B 0.084 0.132 0.537 0.729
K s
DCA. - DOA S/B 0.041 0.065 1.163 1.275
S/ B 0.012 0.023 0.851 1.088
[0.80, 1.00] [0.85, 1.00] [0.90, 1.00] [0.95, 1.00]
S 0.218 0.187 0.154 0.091
cos 0 B 0.219 0.193 0.163 0.105
oG S/B 0.993 0.965 0.944 0.864
S/ B 0.465 0.425 0.382 0.281
[—1.00,—-0.75] [-1.00,—0.50] [—1.00,0.00] [—1.00,0.20]
S 0.092 0.208 0.455 0.559
cos 0 B 0.045 0.116 0.325 0.435
K S/B 2.044 1.793 1.400 1.284
S/ B 0.434 0.611 0.797 0.847
[—0.20, 1.00] [0.00, 1.00] [0.50, 1.00] [0.75,1.00]
S 0.559 0.444 0.199 0.092
cos O B 0.434 0.315 0.109 0.045
4 S/B 1.284 1.408 1.812 2.044
S/vB 0.846 0.791 0.600 0.434
(0°,907] (90°,180°]
S 0.669 0.380
4 B 0.642 0.406
2 S/B 1.042 0.928

S/ B 0.835 0.594
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Chapter

Results in Cu+Cu collisions at /s . = 200 GeV

In the current chapter, we present the results obtained by performing the analysis on the
Cu+Cu dataset at /sy = 200 GeV and in particular the High Tower trigger. The various
cuts along with the invariant mass plots for each separate azimuthal A¢ case, and the
significance of the signal are presented as well.

6.1 Introduction

During the run V two different species (p+p and Cu+Cu at various energies as stated in
Table 2.1) were used for collisions. Our analysis focuses on Cu+Cu at /5. = 200 GeV
and in particular the High Tower triggered dataset. Concerning the STAR detector,
let us also note that the Barrel Electromagnetic Calorimeter (BEMC) as it is presented
in Section 2.16, is partially instrumented covering in acceptance n € [0, 1]. The BEMC
towers are accepted in the current analysis, only in the region [0,0.7]. The latter cut
serves to avoid lots of material, close to the edges (n = 1), crossing when the vertex
is at 2, = £30cm. In run V the overall dataset of Cu+Cu at /s = 200GeV is
distributed in the following data trigger setup names [Dunlop 05].

i. ~30-10° events in cuProductionMinBias; and
ii. ~17-10° events in cuProductionHighTower.

The analysis is performed on the cuProductionHighTower data subset.

147
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6.2 Applied Event Cuts

6.2.1 Primary z-Vertex Cut

A primary vertex cut is performed on the z component, accepting only events that
comply with |z-vertex| < 30cm. In the current analysis 2795681 events were pro-
cessed, passing—after the z-vertex cut—2191462, and finally accepting 26717 events,
that contain a high-p, electron, as seen in Figure 6.1.
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F1G. 6.1: Distribution of primary z-vertex for: all events (blue), |z-vertex|< 30cm (red) and se-
lected (green) events for the Cu+Cu at /sy = 200 GeV (High Tower) dataset.

6.2.2 BEMC Energy Threshold

An online cut is imposed on the energy threshold of the BEMC tower at £ > 3.75 GeV,
complying with the values of Table 3.3, for the adequate trigger. The current trigger
setup is used in order to obtain a high-p. triggered events, with a large probability of
containing an e* as the trigger particle. In addition for the electron identification the
cuts described in Section 3.5 are applied.

6.3 Applied Track Cuts

6.3.1 Track Quality Cuts

The track selection, includes a cut on the || < 1 and the number of the points in the
TPC. In particular nHitsTPC > 20 and 22~ (15 in agreement with (3.2). The

nHitsPoss
total number of selected pairs per event, samesign (++ or ——) and unlike (+—) sign
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can be seen in Figure 6.2. Also in order to apply the microvertexing technique we are
using the global tracks as stated in Appendix E.

6.3.2 Particle Identification Cuts

In order to identify the hadron into different species, we select tracks that comply with
the % cut: as described in Section 3.6 and in particular for the whole p, spectrum,
respecting (6.1).

InSigmaKaon| < 2 and |nSigmaPion| < 3 (6.1)

A supplementary cut on the kaon candidates is also imposed involving the charge. In
particular if the charge of the hadron is equal to the electron charge, then the hadron
becomes a kaon candidate, as described in Section 1.13. In this way, we are looking
for contribution mainly from the c¢ at A¢ = 180" and bb at A¢p = 0° fragmentation
channel as it is summarized in Table 1.2.

= i

B B+

8 -

; O

w

|z
.. Nk
s s NN RN I
0 5000 10000 15000 20000 25000

number of pairs

Fi1G. 6.2: Unlike sign (in green) hadron pairs distribution per event for the Cu+Cu dataset, along
with the like sign (—— in blue and ++ in red). All plots are normalized to the total
number of entries.

6.4 Charged Event Multiplicity and A¢ Cuts

We begin the description of the analysis by mentioning the cuts that will be used later
on. In order to study the invariant mass yield, we perform specific cuts on the event
charged multiplicity and on the A¢ of the trigger particle (e*) and the reconstructed
K~7nt/K*n~ pair. We summarize the A¢ along with the event multiplicity in the
following combinations. Also let us consider the A¢ = ¢ — @pair to be the azimuthal
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difference between the trigger particle (e*) and the reconstructed parent particle D°.
The distribution of the multiplicity for the Cu+Cu dataset can be seen in Figure 3.3
and a correlation of the centrality bins along with the multiplicity can be found in
Table 3.2.

A. No multiplicity cut

[. Ap=0+1.2
II. Ap=m+1.2
ITII. No A¢ cut

B. Multiplicity<74

I. Ag=0+12
I A¢g=m+12
III. No A¢ cut

C. Multiplicity<104

[. Ap=0+1.2
II. Ap=m+£1.2
ITII. No A¢ cut

6.5 Microvertexing Cuts

In addition to the event cuts described in Section 6.5, by applying the microvertex-
ing technique described in Chapter 4, we construct the following set of cuts to be
applied for every hadron pair K*7¥.

a. 1. SVI+SSD >0
ii. DCA between the daughters < 0.2 cm
iii. Decay length < 0.2cm
iv. DCA of D° to primary vertex (PV) < 0.2 cm

b. 1. SVT+SSD >0
ii. Decay length < 0.3 cm
iii. DCA of D% to PV < 0.2cm

c. 1. SVT+SSD >0
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ii. DCA between the daughters < 0.04 cm
iii. DCA of D° to PV < 0.2cm

iv. cosfj, < 0.24

v. 1. Decay length < 0.30 cm

2. < 0.20cm
3. < 0.10cm
4. < 0.05cm

d. 1. SVT+SSD >0
ii. DCA between the daughters < 0.3 cm
iii. Decay length < 0.3 cm
iv. DCA of D° to PV < 0.3cm

e. 1. SVT+SSD >0
ii. DCA between the daughters< 0.05cm
iii. DCA of daughters to PV < 0.05cm
iv. DCAE -DCAT, < 0.5cm?
v. €08 Opomnrng > 0.8

vi. pr > 0.3GeV/c for each daughter track

6.6 Invariant Mass Plots

6.6.1 Results with set of cuts ¢

After having implemented the previous cuts as described, a major set of invariant
mass plots has been generated. In the following sections, a subset of the results for
the investigated set of cuts is presented. In particular, the event cuts described in A¢
and charge multiplicity—described in Section 6.4—with the tracks cuts as described in
Section 6.5%.

In the following plots, it is presented the case of the D°/D° invariant mass yield
along with the total samesign \/(++) ® (——) background and the subsequent sub-
traction. In addition to these, a polynomial fit of 7*" degree along with a gaussian fit
is performed. A supplementary set of event cuts is imposed, namely for the A¢ = 0
in Figure 6.3, for the A¢ = 7 shown in Figure 6.4, and without any A¢ cut shown in
Figure 6.5.

*The results for all cuts are available in the following link http://tinyurl.com/3yd5o0b for the
STAR collaboration and are not included in the current dissertation due to space limitations.


http://tinyurl.com/3yd5oob
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6.6.2 Results with set of cuts d

Event Cut AI

dN/dM

12000

10000

8000

6000

4000

2000

0

18000}
16000f

14000

:mm v |

0 05 1 15 2 25 3 35 4 45 5

Invariant Mass [GeV/c?]

goon;
by
iy
4500 +*++
4000 ﬂbﬂ
'++++
3500 *
+}‘+ +
t,
3000 1+++ +
2000 bl b b |

200

17 175 18 18 19 195 2
Invariant Mass [GeV/c?]

17 175 18 18 19 195 2

Invariant Mass [GeV/c?]

FiG. 6.6: DO/D7O Invariant mass plots obtained with A¢ = 0, and set of cuts d. Left: Invariant
mass yield (blue) along with samesign background (green). Center: Primary background
subtraction (black) along with polynomial and gaussian fit (green). Right: Secondary

background subtraction of the invariant mass yield.



154

6. REsuLTs IN CUu+CuU

COLLISIONS AT ./s.. = 200 GeV

Event Cut AII

dN/dM

4500) ,
4000) ,
3500) —
3000) —
2500) —
2000) —
1500 7
1000 —

500

ofuuild i |

0 05 1 15 2 25 3 35 4 45 5

Invariant Mass [GeV/c?]

AN/dM
N
8
X

600

X

dN/dM

-100|

17 175 18 18 19 195 2
Invariant Mass [GeV/c) ______ .

17 175 18 18 19 195 2

Invariant Mass [GeV/c?]

FiG. 6.7: DO/D7O Invariant mass plots obtained with A¢ = m, and set of cuts d. Left: Invariant
mass (blue) yield with samesign background yield (green). Center: Primary background
subtraction (black) along with polynomial and gaussian fit (green). Right: Secondary

background subtraction of the invariant mass yield.

Event Cut AIII

30000~

dN/dM

25000~

20000

15000~

10000~

5000

|

@ AN/AM

7500

7000|

6500

6000

5500

5000

4500

nnn?

4000k L v b b e

dN/dM

200

100|

-100

-200

-300)

0 05 1 15 2 25 3 35 4 45 5

FiG. 6.8:

Invariant Mass [GeV/c?]

17

175 18 185 19 195 2
Invariant Mass [GeV/c’]

17 175 18 185 19 195 2

Invariant Mass [GeV/c’]

D°/DY Invariant mass plots obtained with no A¢ cut and set of cuts d. Left: Invariant

mass (blue) yield with samesign background yield (green). Center: Primary background
subtraction (black) along with polynomial and gaussian fit (green). Right: Secondary
background subtraction of the invariant mass yield.



6.6 INVARIANT MAsSs PLOTS 155
6.6.3 Results with set of cuts e
Using the set of cuts e, and by combining the event set of cuts A¢ = {0,7} in

Figures 6.9-6.10 cut as well as no A¢ cut in Figure 6.11, we obtain the following cases.
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FIG. 6.9: D°/DO° Invariant mass plots obtained with A¢ = 0 cut and set of cuts e. Left: Invariant

mass (blue) yield with samesign background yield (green). Center: Primary background
subtraction (black) along with polynomial and gaussian fit (green). Right: Secondary

background subtraction of the invariant mass yield.
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F1G. 6.10: D°/D° Invariant mass plots obtained with A¢ = 7 cut and set of cuts e. Left: Invariant

mass (blue) yield with samesign background yield (green). Center: Primary background
subtraction (black) along with polynomial and gaussian fit (green). Right: Secondary

background subtraction of the invariant mass yield.
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F1G. 6.11: D°/DC Invariant mass plots obtained with no A¢ cut and set of cuts e. Left: Invariant
mass (blue) yield with samesign background yield (green). Center: Primary background
subtraction (black) along with polynomial and gaussian fit (green). Right: Secondary
background subtraction of the invariant mass yield.

Event Cut BII

By implementing the set of cuts e, we are continuing the analysis along with the event
cuts on the charge multiplicity< 74 and the A¢, it is obtained the case shown in
Figure 6.12.

6.7 Discussion

We have investigated the cut sets shown in Section 6.4 and Section 6.5 in the overall
Cu-+Cu dataset at /s, = 200 GeV, by performing the event cuts listed below:

i. Event charged multiplicity with no cut and multiplicity< {74, 103}; and

ii. azimuthal angular correlation between trigger particle and the hadron pair. In
particular it is chosen no A¢ cut as well as A¢ = {0, 7 }.

We have also presented in this chapter the results for the investigated set of cuts applied
in the Cu+Cu dataset. In particular using the set of cuts ¢ we obtained the results
shown in Section 6.6. The results that were obtained with set of cuts d are shown in
Section 6.6.2 and finally in Section 6.6.3 the plots with the results obtained with set
of cuts e are presented. For the like sign e-K case which has been investigated for the
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FiG. 6.12: DO/D70 Invariant mass plots obtained with charge multiplicity< 74, A¢ = 7 cut and
set of cuts e. Left: Invariant mass (blue) yield with samesign background yield (green).
Center: Primary background subtraction along with polynomial and gaussian fit. Right:
Secondary background subtraction of the invariant mass yield.

Cu+Cu reactions, in a systematic way no signal is observed for the case of A¢ = 0
(beauty dominant contribution), while a signal of significance of up to maximum of
2.20 is obtained for the A¢ = 7 case (charm dominant contribution). This trend
is followed for all the multiplicity studies. The correlation method is described in
Section 1.13, and the combinations of angular correlation along with the charge sign
are summarized in Table 1.2. In particular Figures 6.3, 6.6 and 6.9 show the results for
A¢ = 0 cases, while Figures 6.4, 6.7 and 6.10 show the results for the A¢ = 7 cases.
As an example of a signal case, a signal of significance 2.1 ¢ is obtained for the A¢ = 7
case and multiplicity<74-—keeping the 0-30% in centrality, cf. Table 3.2. The current
result is shown in Figure 6.12. The latter case refers to the charm contribution, that is
attained by combining the like sign e—K pairs and selecting the A¢ = 7. Finally, we
summarize the results obtained, in Table 6.1.
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TAB. 6.1: D° invariant mass along with o and significance of the signal for each A¢ azimuthal

correlation in High Tower.

A¢  D°mass [GeV/c? o [MeV/c?| significance: \/séjﬁ
0’ 1.893 + 0.006 10.8+4.2 2.50
180° 1.888 £ 0.006 16.0 £ 5.0 3.04

No Cut 1.892 £+ 0.005 14.7+£4.7 4.85




Chapter

Results in p+p collisions at v/s = 200 GeV

The main objective of the current chapter is the results obtained by analyzing the p+p dataset
at /s =200 GeV (run VI). In particular we describe the various cuts that were used and

present the invariant mass plots for each separate A¢ case and e-K pair charge demand. A

conclusion is also drawn about the charm and beauty contribution for the specific dataset.

7.1 Introduction

During the run VI in the year 2006, the silicon detectors—although physically present—
were not taken under consideration in the reconstruction chain of the events. Therefore,
for the particular dataset since there is no informatio on the silicon hits, no microver-
texing technique can be applied for the e-D° analysis. The total dataset consists of

approximately 213-10° events, distributed in the following subsets (production trigger
setup names and only physics stream) |[Dunlop 06].

ppProductionTrans containing 101865945 events;
ppProductionLong containing 101367002 events;
ppProduction containing 8892171 events; and
pp2006MinBias containing 1074068 events.

Let us also mention that it is the first year that the BEMC (Section 2.16), is fully
instrumented covering in 1 € [—1, +1] acceptance.

159
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7.2 Applied Event Cuts

7.2.1 Primary 2-Vertex Cut

Concerning the primary vertex z component, an inclusive cut is performed, keeping
events that comply with the |z-vertex| < 30cm, as can be seen in Figure 7.1. After
processing in total 1795274 events, and passing the z-vertex cut 480654, 19228 events
are finally selected. In Figure 7.1, it shown a comparative plot of the number of the
initial and final (selected) events used in our analysis. In addition we select BEMC
towers that span into the region n € [—0.7,0.7], avoiding the edges of the calorime-
ter, where tracks emerging from events with primary vertex at z. = £30, can cross
significant quantity of material.
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FiG. 7.1: Distribution of the z component of the primary vertex for: all events (blue), events
that comply with |z-vertex|< 30 cm (red) and selected (green) events for the p+p dataset
at /s = 200 GeV.

7.2.2 BEMC Energy Threshold

An online cut on the energy of the BEMC towers is performed, complying with the
values of Table 3.3, for the various trigger sets that are currently included in the
analysis. The values for the energy threshold of the towers vary with the trigger
selection and can take the values £ > {5.0,5.4} GeV. In addition for the selection of
the electrons the cuts that are applied for the tracks, are described in Section 3.5.
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7.3 Applied Track Cuts

7.3.1 Track Quality Cuts

The accepted tracks span within || < 1 and the number of the points in the TPC
comply with with (3.2), described in Section 3.3. Let us also mention that we are using
the primary tracks, as described in Appendix E.

7.3.2 Particle Identification Cuts

The identification of hadrons is achieved by selecting tracks that comply with the cuts
described in (3.8). Concerning the identification using the energy loss %, we apply
the cuts described in Section 3.6. For the current dataset, we have selected the values

expressed in (7.1).
InSigmaKaon| < 2 and |nSigmaPion| < 3 (7.1)

In addition, a cut on the kaon candidates is also imposed, demanding the charge of
the hadron to coincide with the electron charge, as stated in Section 1.13. The latter
demand can probe the cé contribution at A¢ = 7 and the D° dominantly coming from
the bb fragmentation channel at A¢ = 0.

7.4 Invariant Mass Plots

7.4.1 Results with Ap =7

By applying a like sign demand between the e and K, as well as a A¢ = 7 + 1.2,
we obtain the signal of significance 3 o as shown in Figure 7.2. For the calculation of
the significance it was used the (3.16) by integrating over a mass area of [—30, 30| the
signal obtained and the S 4+ B invariant mass yield.
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F1G. 7.2: Invariant Mass plots for the A¢ = 7 case for samesign e-K pair. Left: K—nt /Ktn~

invariant mass yield (blue) and samesign vV K -7~ ® K+t (green). Right: Subtracted
invariant mass along with gaussian fit (green), obtaining the value of 1.888 GeV/c? and

o =16 MeV/c”. The signal significance obtained is -2 = 3.04 (5 = 3.26).

7.4.2 Results with A¢p =0

By performing a A¢ = 0 and keeping the like sign demand between trigger particle
and K candidate, it is obtained Figure 7.3.
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F1G. 7.3: D°/DC Invariant Mass plots for the A¢ = 0 case for samesign e-K pair. Left:
K~ 7" /K7~ invariant mass yield (blue) and samesign v K7~ ® Ktnt (green). Right:
Subtracted invariant mass yield along with the gaussian fit (green), resulting mean value

1.893 GeV/c?, 0 = 10.8 MeV /c? and significance ¢SSTB =2.50 ( j? = 2.64).

7.4.3 Results with no A¢ cut

We continue the analysis by removing the azimuthal angular cut A¢ and keeping
the like sign demand between trigger particle and K candidate. In that way both
contributions of ¢ and bb fragmentation are kept. The result obtained is shown in
Figure 7.4.



7.5 DISCUSSION 163

x? I ndf 3.11/9
—_ -4 + ylelc_i_ 181.3+52.6
31000 Bl K /KT 80 position 1.892 £ 0.005
width 0.01477 +0.00473

60

Entries [a.
Entries [a.u.]

V)

@
S
S

QT T T [T T T[T T[T Trrr1

40

20

-20

-40

+

| I
35 4 17 1.75 1.8 1.85 19 1.95 2 2.05 21
Invariant Mass [GeV/c Invariant Mass [GeV/c

J‘H\‘H\‘\

-60

3
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7.5 Discussion

For the charm (C) contribution—the case of A¢ = 7 along with the like sign pairs
e—K as mentioned in Table 1.2—a signal was observed of significance 3.1 o as shown in
Figure 7.2. For the A¢ = 0 case and for the like sign charge demand for the e-K pair,
it is obtained a signal of significance 2.50 o for the beauty (B) contribution.

Using the e-D° azimuthal correlation method and the e—h (electron-hadron) cor-
relations, it is found that the beauty contribution enhances with p, and becomes
comparable to the charm contribution around p, ~ 5.5GeV/c in p+p collisions at
V/s' =200 GeV [Mischke 09b, Geromitsos 09]. The latter statement is shown graphi-
cally in Figure 7.5—right part. The beauty contribution is found to be compatible to
FONLL calculations within the uncertainties |[Aggarwal 10|. Finally in Figure 7.5 the
result obtained from PYTHIA simulations fitted to the data, along with the Monte
Carlo at Next to Leading Order (MC@NLO) calculation is shown as well.

TAB. 7.1: The D° invariant mass along with the o and significance of the signal for each A¢
azimuthal correlation.

Ag¢ D° mass [GeV/c?| o [MeV/c?| significance: \/Siﬁ

o

0 1.893 £ 0.006 10.8 £4.2 2.50
180 1.888 £ 0.006 16.0 £5.0 3.04
No Cut 1.892 £ 0.005 14.7+£4.7 4.85

o
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Fi1G. 7.5: Left: Azimuthal angular correlation distribution of non-photonic electrons and D° (for
the case of like sign e—K pairs) in p+p collisions at /s = 200 GeV. The systematic
uncertainties are also denoted (green). The result obtained from PYTHIA simulations
fitted to the data, along with the MC@QNLO calculation is shown as well (black and blue-
dashed lines respectively). Right: The relative bottom contribution to the non-photonic
electron yield derived from different fits to the e-D° azimuthal correlation distribution is
depicted (red points), along with a comparison to the e-hadron correlations (blue points)
and to the uncertainty band from a FONLL calculation (green curves). In addition, the
systematic uncertainties are presented (yellow boxes). Plots taken from [Mischke 09b].



Chapter

Results in Au+Au collisions at /s " = 200 GeV

In the current chapter the description of the results obtained performing the analysis on
the Au+Au dataset at /s, =200 GeV. The analysis is also performed on the Btag as
well as the Minimum Bias triggered events. We present the various cuts along with the
invariant mass plots for each azimuthal A¢ correlation case.

8.1 Introduction

During the run VII the overall dataset of the Au+Au at /s, = 200 GeV dataset, is
distributed in the following trigger setup names |Didenko 08|.

i. Approximately 62-10° events in the 2007ProductionMinBias, (including only the
physics datastream); and

ii. ~27.9-10°% events in the 2007Production?2, all the datastreams.

In particular, in the trigger setup name 2007Production2, the subset of events with
the Btag stream is the portion of events that the e-D analysis will be focused on. The
high-p, events belonging to this stream are ~ 1.5-10% in total. Let us also mention that
for the Minimum biased events—in the physics stream and in the 2007Production2—
are approximately 18 - 10° events are included.

8.2 Applied Event Cuts

8.2.1 Primary z-Vertex Cut

A primary vertex cut at |z-vertex| < 20 cm is performed, allowing to select tracks, that
remain restrained in the STAR central tracking area. In total 1.461.003 events are
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166 8. RESULTS IN AU+AU COLLISIONS AT ,/S.. = 200 GeV

examined (belonging in the Btag stream and the 2007Production2). After the above
primary z-vertex cut, 1415616 events are gathered. Finally the portion of the 93727
events used for the current analysis are obtained that contain a high-p. electron, as
can be seen in Figure 8.1.
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FiG. 8.1: Distribution of the z component of the primary vertex for: all events (blue), events
that comply with the |z-vertex|< 20cm (red) and the selected (green) events for the
Au+tAu at /su = 200 GeV (Btag) dataset.

8.2.2 Quality of Runs

It was suggested by the Physics Working Group of STAR, Collaboration, that a certain
amount of runs obtained should be excluded from the analysis [Mohanty 09]. In par-
ticular, the criterion for the selection of runs it is examined the (cos ¢) of tracks versus
the run-number is plotted for several p, bins (with a bin size of 50 MeV/c and done
up to pr = 2GeV/c). The request is whether each run has a mean value of the (cos ¢)
greater than 20 from the overall mean value described by (8.1).

(cos ¢.) = —0.006
(8.1)
Geoss = 0.003

As a result, the Btag sample is affected by 7.46% yielding 6847 rejected events. For
the minimum biased events in 2007Production2, this demand affects 200 runs (or
equivalently 675.294 events), or 3.82% of the total events.
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8.2.3 BEMC Energy Threshold

The online cut implemented on the transverse energy E., of the BEMC tower threshold
isat B, > 4.75 GeV, and complies with the energy threshold values stated in Table 3.3,
for the adequate triggers. A tower is accepted only if it is found within the pseudora-
pidity area n € [—0.7,0.7]. The latter cut is performed in order to avoid the edges of
the calorimeter where the material becomes thick, when compared to the n = 0 region.

8.3 Applied Track Cuts

8.3.1 Track Quality Cuts

The quality assurance of tracks is performed by demanding for each track to have the
TPC hits that comply with (3.2). Also tracks outside the region |n| < 1 are excluded
from the analysis. After the track cuts, the total number of selected pairs per event,
both for the samesign (++ or ——) as well as for the unlike-sign (+—) can be seen
in Figure 8.2. Also in order to perform the microvertexing technique we are using the
global tracks as stated in Appendix E.

8.3.2 Particle Identification Cuts

The classification of hadrons into K and 7 is performed by selecting tracks that comply
with the % cut as described in Section 3.6. The values chosen for the current dataset,
are described in (8.2).

|nSigmaKaon| < 2 and |nSigmaPion| < 3 (8.2)

Additionally, a supplementary selection on the kaon candidates is also imposed. In
particular the demand of the charge of the hadron to be equal to the electron charge,
yields a kaon candidate, that can probe a D° produced by a c¢ at A¢ = 180° or a bb at
A¢ = 0°. In the current dataset, we also implemented the unlike sign charge demand
between the trigger particle and the hadron, that combined with the adequate Ag, it
can probe from a bb fragmentation channel. The latter charge correlations for the cé
and bb along with the azimuthal correlations, are described in Section 1.13.

8.4 Microvertexing Cuts

a. 1. SVIT+SSD> 1
ii. DCA of daughters to primary vertex (PV)< 0.1cm
iii. DCA between daughters< 0.1 cm
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FiG. 8.2: Unlike sign hadron pairs per event (green) distribution along with samesign (posi-

tive: red and negative blue). The plot is created from the Btag triggered events of
Au+Au at /sy = 200 GeV. All plots are normalized to unity.

iv. Decay Length < 0.1 cm

b. i. SVT+SSD> 1
ii. cos#*<0
iii. DCA between daughters< 0.06 cm
iv. DCA of parent to PV< 0.1cm
v. Decay Length < 0.2cm

8.5 Invariant Mass Plots

8.5.1 Results on Minimum Biased Events

By performing the set of cuts a described in Section 8.4, on a subset of 3.71 - 10° min-
imum biased events, we obtained the results shown in Figure 8.3, where the invariant
mass yield of D/ DV is presented along with the samesign background vK-7- @ K+7+ .
In addition, a polynomial fit is performed and a secondary background subtraction is
performed as well. Let us mention that in the absence of a trigger particle, the charge
correlation Section 1.13, cannot be applied. Therefore each hadron can belong to both
species as presented in Section 3.8.1.
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Fic. 8.3: D°/D0 Invariant mass yield plots obtained with set of cuts a on the minimum
biased events. Left: Invariant mass yield (blue) along with samesign background
VEK—1m~® K+nt (green). Center: Primary background subtraction along with poly-
nomial (red) and gaussian (black) fit. Right: Subtracted invariant mass yield with the
gaussian fit (black line). The signal observed is 3.71¢. The mean value from the fit is
1.884 GeV/c? and the o = 11 MeV /c2.

8.5.2 Results on the Btag Triggered Events

In the current dataset, the demand of the charged trigger and kaon candidate, is
applied, allowing to perform the e-D° correlation method. In particular, in Figure 8.4,
it is seen the result for the c¢ fragmentation channel by selecting the samesign pairs
e—K and the azimuthal angular correlation at A¢ = .

8.6 Discussion

In the previous paragraphs, we have presented results obtained in the Au+Au at /s, =
200 GeV dataset. For the minimum biased events a signal of significance of \/siﬁ =
3.71 is observed by performing the microvertexing set of cuts a. In addition, concerning

the Btag data subset, the correlation method—summarized in Table 1.2—of A¢ = =
along with the unlike sign charge demand for the e-K was applied. The signal observed
by implementing the latter method along with the microvertexing set of cuts b, has a
significance of —=— = 2.18. Finally, the results are summarized in Table 8.1, obtained

VS+B
in the Au+Au at /s, = 200 GeV dataset.
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F1G. 8.4: D°/DO° Invariant mass yield plots obtained with A¢ = 7 cut and set of cuts b. Left:
Invariant mass yield (blue). Center: Primary background subtraction along with polyno-
mial (red) and gaussian fit (black). Right: Subtracted invariant mass yield with gaussian
fit. The signal observed is 2.18 . The mean value from the fit is 1.883 GeV/c? and the
o =10MeV/c2.

TAB. 8.1: DY invariant mass along with ¢ and significance of the signal for each A¢ azimuthal
correlation in the Btag and the Minimum biased events for the Au-+Au dataset at /sSe =
200 GeV. Let us also mention that for the e-D° correlation method, the unlike sign pairs
e—K are selected.

A¢ D mass [GeV/c? o [MeV/c? significance: \/Si-—B‘

Minimum Bias
n/a 1.884 £ 0.004 11.04+£04 3.71
Btag trigger data
1.883 £+ 0.002 10.04+0.1 2.18

o

180




Chapter

Results in p+p and d+Au collisions at
Vs =200 GeV

The main focus of this chapter is the details of the methodology that was used in order
to obtain the results during run VIII, in p+p and d+Au datasets at \/s' = 200 GeV. We
describe the various cuts that are implemented and present the invariant mass plots for
each azimuthal A¢ case.

9.1 Introduction
For the year 2008, the ensemble of the silicon detectors was removed, allowing the low
mass run to be performed. In the absence of Silicon detectors, let us mention that no
microvertexing technique will be used in the analysis for the current dataset. For the
p+p around 27.6-10° event were taken. In particular the physics datastream dispatched
into the following trigger setup names [Dunlop 08b]:

~24.4 - 10° events in ppProduction2008; and

~0.8 - 105 events in ppProduction2008-2.

For the d+Au case, the total number of events is ~ 99 - 10%. The physics datastream
is divided accordingly into:

~62.9 - 10% events in production_dAu2008; and

~0.68 - 10% events in production_mb2008.
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9.2 Applied Event Cuts

9.2.1 Primary z-Vertex Cut

Concerning the z component of the primary vertex of the event, a cut keeping the events
that comply with the |z-vertex| < 20 cm is applied, as can be seen in Figures 9.1. For
the p+p dataset, 8646010 events were analyzed, with only 2243256 passing the z-vertex
cut and finally 81129 were kept. Concerning the d-+Au dataset, a portion of 196334
events were selected, after processing in total ~13-10° and only 196334 passing the

z-vertex cut.
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Fi1G. 9.1: Distribution of the primary vertex z component for the run VIII at /s = 200 GeV. All
events (blue), |z-vertex|< 20 cm (red) and selected (green) events. Left: For the p-+p run.
Right: For the d+Au run.

9.2.2 BEMC Energy Threshold

The cut on the transverse energy E. of the BEMC towers is applied, complying with the
values of Table 3.3. In specific for the p+p run the values of the energy threshold are
E. >{2.6,3.6} GeV, whereas for the d+Au the values are £, > {2.6,3.6,4.3,8.4} GeV
depending on the specific trigger demand. Concerning the track cuts applied for the
electron identification, the latter are mentioned in Section 3.5.

9.3 Applied Track Cuts

9.3.1 Track Quality Cuts

In order to ensure good quality of tracks, we select tracks are within || < 1, and
concerning the number of the points in the TPC for each (3.2) is respected. Let us
also note that we are using the global tracks as stated in Appendix E.
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9.3.2 Particle Identification Cuts

The identification of hadron into K and m, is performed by selecting tracks that comply
with the % cut described in Section 3.6. For the kaon candidate, a supplementary cut
on is also imposed, based on the charge demand of the hadron to be equal to the
electron charge. The latter method is presented in Section 1.13. The values for the %
comply with (9.1).

InSigmaKaon| < 2 and |nSigmaPion| < 3 (9.1)

9.4 Invariant Mass Plots

9.4.1 Results in p+p

Using the A¢ = 0 (Figure 9.2), A¢ = 7 (Figure 9.3) and no A¢ cut as shown in
Figure 9.4, we obtained the results presented in the following paragraphs.

Event Cut with A¢ =0 cut
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F1G. 9.2: D°/DO Invariant mass yield plots obtained with A¢ = 0 cut. Left: K~ nt /Kt~ invari-

ant mass yield (blue) and samesign v K -7~ @ K+tnt yield (green). Right: Subtracted
invariant mass yield.
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Event Cut with A¢ = 7 cut
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F1G. 9.3: D°/DO Invariant mass yield plots obtained with A¢ = 7 cut. Left: K—nt/Ktr~ invari-

ant mass yield yield (blue) and samesign VK ~n~ @ K+nt (green). Right: Subtracted
invariant mass yield.
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F1G. 9.4: D°/DO Invariant mass yield plots obtained and no A¢ cut. Left: K~ 7+ /K7~ invariant

mass yield (blue) and samesign VK -7~ @ K*nt (green). Right: Subtracted invariant
mass yield.
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9.4.2 Results in d+Au

Using the A¢ = 0 (Figure 9.5), A¢ = 7 (Figure 9.6) and no A¢ cut (Figure 9.7),
we obtained the results shown in the following paragraphs. The samesign background
that was used is VK 7 @ K+rt. Additionally the rotational background (at 180°)
is presented as well in Figure 9.7.
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F1G. 9.5: D°/DO Invariant mass yield plots obtained with A¢ = 0 cut. Left: K~ nt/K+r~ invari-

ant mass yield (blue) and samesign vV K~—7~ @ K+rnt yield (green). Right: Subtracted
invariant mass yield.

Event Cut with A¢p = 7 cut

an/am
g

-300F {

o | FETEE FEETE FETEY FERTY RN FERTE SRRTE SR
0 05 1 15 2 25 3 35 4 45 5 17 175 18 185 19 195 2 205 21
Invariant Mass [GeV/c ] Invariant Mass [GeV/c

| T TR |

F1G. 9.6: D°/DO Invariant mass yield plots obtained with A¢ = 7 cut. Left: K~ nt/K*r~ invari-

ant mass yield (blue) and samesign vV K -7~ @ K+tnt yield (green). Right: Subtracted
invariant mass yield.
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Event Cut with no A¢ cut
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F1G. 9.7: D°/DY Invariant mass yield plots obtained and no A¢ cut. Left: K- nt/K+tr~ in-

variant mass yield (blue) and rotational yield at 180° (red). Right: Subtracted invariant
mass yield.

9.5 Discussion

The results obtained with the p-+p at /s = 200 GeV case of year VIII did not contain
the microvertexing technique, since the silicon detectors were taken out of the run.
Concerning the case of the A¢ = 0 and like sign charge demand (cf. Table 1.2) between
the trigger particle and the kaon candidate, (e—K), it is obtained a signal of \/Siﬁ =
1.18. The mean value is (1.873 4+ 0.005) GeV/c? and the o = (10.0 & 0.1) MeV /c?.
For the second colliding species of year VIII (Table 2.1), namely the d+Au at y/s" =
200 GeV, it was obtained by using a rotational background subtraction (as described
in Section 3.9.2), a signal is with significance \/Si—B = 2.10. In the latter case the
samesign charge demand was imposed on the e-K pair, for the kaon candidate selection.
Additionally no cut on the A¢ angular correlation was implemented. The above cuts
result into the mean value of (1.896 & 0.003) GeV/c? and the o = (11.0 £ 0.2) MeV /2.

The above results are summarized in Table 9.1.
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TAB. 9.1: The D invariant mass along with ¢ and the significance of the signal for each
A¢ azimuthal correlation and for like sign charge demand for the e—K pairs for the
p+p and d+Au at /s = 200 GeV.

A¢ D° mass [GeV/c?] o [MeV/c?] significance: —=2—

V548
d+Au

n/a 1.896 + 0.003 11.0+0.2 2.10
p+p

0° 1.873 + 0.005 10.0 £ 0.1 1.18
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Novel SSD Cluster Finder

In this chapter it is presented a new Cluster Finder for the Silicon Strip Detector, utilizing the
Au+Au dataset at \/s,.” = 200 GeV (run VII) data. A short description of the definitions of
the pedestals and the subtraction of the noise for the ladders is also presented as well. The
current Cluster Finder along with the novel cluster finding method are presented. Finally a
comparison of the results obtained with the two methods, is performed as well.

10.1 Introduction

The Silicon Strip Detector was physically present in run V, run VI and run VII (Cu+Cu,
p+p and Aut+Au at /s, = 200 GeV, respectively). The detector was taken under con-
sideration for the production of data, only in the Cu+Cu and Au-+Au case. Concerning
the principle of the particle detection via semi-conductivity, the latter is presented in
Section 2.8 and a thorough description of the detector can be found in Section 2.10.
It is reported [Bouchet 07| that the number of charge clusters in p and n side exhibit
an asymmetry. In specific, in the n side the the number of clusters is lower than the
one recorded from the p side. This is due to the high noise that the n side presents.
Since the standard cluster finder combines the information from both sides in order to
deduce a cluster, there is an impact on the overall efficiency of the detector.

10.2 Calculation of the Noise

During a RHIC period of data acquisition, and in the absence of the beam, a dedicated
run on the SSD noise is being performed, registering the values of all the strips, over
N events (usually N=10%). The calculation of the pedestal hence is being performed
as the mean value p; = (x;) of the distribution of the signal of the i strip over these N
events and expressed in (10.1). Let us consider the signal value of the ¢ strip for the k
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event: z¥ (in ADC).

1 N
= =3 gt 10.1
DTN T (10.1)

Furthermore, the noise n; for the ¢ strip is calculated as the standard deviation of the
distribution of the ADC signals over the sample of the N events. In mathematical form
the latter statement is expressed by (10.2).

ny — ﬁ S(@k — piy? (10.2)

k=1

During the STAR data acquisition period, the values of the pedestal are stored until
the next SSD dedicated run (SSD pedestal run) and an online pedestal subtraction is

being performed, according to (10.3). Let 2 be the value of the i strip signal after the
subtraction.

ri=x;—p; >0 (10.3)

The values of the noise n; are stored for each strip separately in order to be used offline.
Also let us note that the zero suppression takes place for each raw ADC value.

x> & (10.4)
In (10.4), the value of ¢ differs depending on the dataset. In particular for the Cu+Cu—

run V—it was used £ = 6 ADC whether for the Au-+Au—run VII—the value was raised
to £ = 7TADC.
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Fi1G. 10.1: Cumulative distributions of signal (left) and noise (right) values for the p (red) and n
(blue) side of the SSD, normalised to unity. Data is taken from N = 10000 events of run
8105011 of the Au+Au at /s = 200 GeV dataset.
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10.3 Standard Cluster Finder

We refer to the Standard Cluster Finder, as the method that the current STAR Software
is using in order to look for clusters in both sides of the detector. In particular the
algorithm consists of the following steps.

i. The method is applied first on each wafer by seeking on both sides (p and n);

S
ii. only strips that satisfy N > 5, with S and N be the signal and noise for each

strip;
iii. let us consider . a fired strip. Then the ¢._; and 7.1 neighboring strips are also
: . . . . Si
checked with a demand on the ratio of signal to noise comply with the it
iot1

lc

N;

; and

iv. the clusters are combined in both sides of the wafer, and accepted only if the
clusters in the opposite sides (p and n) are associated.

Let us also make a final note concerning the last argument. In particular, the associa-
tion of the clusters in both sides of the detector, is performed taking into account not
only the topological hits (on p and n sides), but also a supplementary cut on the charge
matching @), ~ @Q, is performed. It is expected that the particle passing through the
SSD detection module, will deposit approximately the same amount of energy creat-
ing the same amount of electron-holes on both sides. By using this method it is also
ensured the rejection of the ambiguous associated clusters, called ghosts.

10.4 TSpectrum ROOT Class

The main core of the novel cluster finding method is the algorithm implemented in
the TSpectrum ROOT Class [Brun 06]. In particular, given a specific spectrum, the
algorithm utilizes the Markov chain and seeks for peaks within a predetermined sigma
and threshold |[Morhd¢ 97b| interval. A Markov chain is a collection of Markov pro-
cesses &,(t), wheren = 1,2, ..., 0o with the property that for a given present condition,
the future is conditionally independent of its past [Papoulis 02]. The latter statement,
is expressed in terms of probability P in (10.5). Therefore, if we consider for the time
sequence that t,_1 < t,:

PlE(tn) < &n [€(1), 8 < tna] = Pl&iltn) < &n [E(tn-1)] (10.5)

However in the case where we have noisy data the number of peaks in the spectrum
can be enormous—approaching the number of strips. The case of the SSD detector
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and especially of the n side of the wafers, exhibits such a behavior, as described in
Appendix F. In the above mentioned case, it is therefore necessary to impose a demand
on the threshold value of the peak and to consider only the peaks higher than this
threshold. In Figure 10.2 it is shown the case where only three peaks were identified,
by imposing a threshold at 50 units. Let us consider a cluster of channels that build
up the peak. Also by y. we denote the value of the center of the peak, that is also the
higher signal. The cut is then expressed by (10.6). The difference between the value
in the center of the peak and the average value of the two symmetrically positioned
channels must be greater than the threshold. The peak is ignored otherwise.

1
Ye — §(yc—1 + Yeq1) > threshold (10.6)
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Fi1G. 10.2: Selected peaks using the TSpectrum algorithm. Left: No threshold imposed. Right:
Threshold imposed at 50 units. Figures are taken from [Morha¢ 97a].

10.5 Novel Cluster Finder

As stated before the new cluster finding method seeks for clusters both in p and n
side, independently, seeking 768 strips per wafer, 16 wafers per side, 2 sides per ladder,
and 20 ladders that build up the whole detector. We consider a cluster if the central
strip has rms < 15. A gaussian fit is performed in the clusters of the strips with
predetermined values both in ¢ and mean value. In particular, the demand of the fit
variables are listed below.

i. The height of the fit should not exceed the value of the central cluster strip y.;



10.6 COMPARISON METHODOLOGY 183

ii. the standard deviation should be inside the interval o € (0,1/+v/12]—following the
constant distribution—as stated Appendix C; and

iii. the mean value of the fit /. should be close to the position of the central strip of
each cluster, meaning that |2/, — x| ~ 1-2 [strips].

Having imposed the above fitting parameters, the cluster is fitted and the gaussian
integral A along its error 6 A, in the area [¢' — 30, 2’ + 30] is also being calculated. The
cluster of strips is accepted only if the (10.7) demand is fulfilled.

A

L (10.7)

10.6 Comparison Methodology

In order to obtain statistics, we performed the analysis on the following runs, by ex-
amining the SSD hits obtained on an event-by-event basis using both methods. In
particular the low luminosity run was used: 8120057 |[DePhillips 07|, for the current
comparison study. In Figure 10.3 it shown the fired strips of the wafer 14, ladder 01,
both sides (p and n side). In the same Figure it is also presented the comparison of the
two methods, running on the same wafer. The old method Section 10.3 finds one hit
when at the same time the new cluster finder, described in Section 10.5 finds 3 hits.
Let us also mention that this result is obtained with 1 event. In order to enhance the
statistics, the method is repeated over a total number of N = 10000 events contained
in the above low luminosity run. The results obtained with both methods are discussed
in the Section 10.7 and a graphical comparison can be found in Figure 10.4.

10.7 Discussion

By applying both methods, namely the Standard Cluster Finder (cf. Section 10.3) and
the novel method involving the TSpectrum (cf. Section 10.5), we obtained the results
over 10® events from the low luminosity Tun 8120057 during the Aut+Au at /5., =
200 GeV. In Figure 10.4 it is shown the correlation between the clusters found by
both methods. By performing a linear fit ¥ = ax on the scatter plot, we obtain the
result that the clusters found with the novel method. Since the two SSD sides (p and
n), exhibit different signal-to-noise ratio (Appendix F), we can separate the sides and
perform a fit on the scatter plot of the clusters found by the two different methods.
In addition the red line shows the case where the slope is equal to unity y = x. The
result of the fit is that the new method finds approximately 43% more clusters than
the old method for the n-side and 51% for the p-side. Of course the current comparison
study is performed on the raw hits recorded by the detector and not by the hits that
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F1G. 10.3: Fired SSD strips for wafer 14, ladder 01, sides p and n. for 1 event taken from the run
8120057. Left: p-side. Right: n-side. Upper: The signal of each strip (green) along with
the noise (black) error bars, are drawn. Middle: Cluster found by SCF (c)-(d), marked
in blue star. Bottom: Plots (e)—(f), Novel Cluster Finder results, depicting the peaks
found with TSpectrum (red), passing partial requirements (blue) and the selected ones
(black circles along the x axis).
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are combined with the rest of the detector tracking, such as the TPC and SVT. In the
future plans it is included the analysis with the Monte Carlo and the re-production of
a portion of the Au+Au (run VII) dataset with the Novel Cluster Finder.

EEEE

% & & @

¥ x =

<<<<<<

Fi1G. 10.4: Correlation of the number of the clusters obtained by both methods. Along with a
linear fit (blue). The red line indicates the linear function with slope=1. Upper: p-side.
Lower: n-side. The fitting result yields approximately 43% more clusters than the old
method for the n-side and 51% for the p-side.
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Conclusion

One of the most important findings of the experiments at RHIC is the discovery of
anomalous quenching of jets when passing through the dense and hot matter build
in nucleus nucleus collisions. This quenching is expected indeed from the theory to
depend on the mass of the quark that pass through the medium, and in particular it is
expected less quenching for heavier masses. The jet quenching can offer a measure for
the gluon density of the partonic medium traversed by the quark. In order to extract
this density the model expectation must be well understood and to be compared to
different data leading to a coherent picture. An important way to compare model and
data is to investigate the dependence of the jet quenching on the quark masses in the
data and perform a comparison to the theory.

The heavy quarks (charm and beauty together) when measured through the non-
photonic electron yields in heavy ion reactions at /s, = 200GeV at RHIC, ex-
hibit a larger suppression than the one expected from the theoretical considerations
[Dokshitzer 01, Djordjevic 05]. In order to comprehend this puzzle and to understand
better the flavor dependence of the jet quenching, the separation of charm and beauty
contributions as well as the measurement of their quenching is necessary. Next to
the direct measurement of the charm, the STAR experiment is currently utilizing two
methods that can allow the disentaglement of charm and beauty. In particular:

i. The electron-hadron (e—h); and
ii. the e-D" azimuthal angular correlations.

In the current work the microvertexing techniques have been developed and have
been applied to the datasets from Cu+Cu and Au+Au collisions at /5., = 200 GeV,
in order to extract the D signal through the reconstruction of its secondary decay
vertex. Furthermore, an analysis of the e-D" azimuthal angular correlations in the
datasets such as Cu+Cu and Au+Au collisions at /s, = 200 GeV has been performed
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using the above mentioned microvertexing techniques. Concerning the secondary vertex
reconstruction of the hadronic decay D° — K~ 7", the microvertexing techniques have
been tested and quality assured by performing a Monte Carlo (MC) comparison with
real data (Au+Au at /s, = 200GeV). In particular, the study of the significance
of the DY signal as a function of several cuts on microvertexing variables, has been
performed utilizing the signal extracted from the MC data sample and the background
from the real data. The study on the MC sample, leads to the optimization of the cuts
and the definition of several cut sets which are applied to the data.

The resolution of the STAR detector including all silicon detectors (SVT+SSD), is
approximately 250-300 um for the distance of closest approach to the primary vertex
(DCA) of the tracks, and therefore larger than the mean decay length—in the lab
frame: Bycr—of the D° of ~ 70 pum for the mean momentum of the D in the examined
collisions (while ¢r = 120 um). Despite the above statement, it has been shown that
the signal to background ratio for the D° — K~7t decay, is increased without losing
significant portion of the signal for the particular cuts. For example cuts on the D°
decay length, the DCA of the D° to the primary vertex as well as the DCA of the decay
daughters to the primary vertex, both in the transverse (DCAyy,) and longitudinal
(DCA,) components.

As a result, we observe a DY signal of significance \/SS_L—B = 3.71 in a data sample

of 2.5-10% Au+Au events that were collected after passing the minimum bias trigger,
demanding at least one hit in the silicon detectors (SVT+SSD) and implementing the
microvertexing cuts in order to reduce the background. The significance is found to
increase as expected for the real signal with the number of events. Let us also note
that in the minimum biased events, no electron (trigger particle) has been required to
be present.

On the other hand, in datasets such as the Cu+Cu and Au+Au, events with a high
transverse momentum (p.) trigger particle (e*) have been selected by the online Barrel
Electromagnetic Calorimeter (BEMC) trigger (namely High Tower and Btag triggers
for the Cu+Cu and Au+Au datasets, respectively). We have used the electromag-
netic calorimeter of STAR to identify the electrons and to reject a large part of the
photonic background coming from the neutral meson decays (such as 7° and 7) as
well as photon conversion v — e~e™ in the material (hence the term photonic). The
DY invariant mass peak is then reconstructed by the implementation of the secondary
vertex reconstruction and by the application of the cuts that were mentioned above.
After the identification of the electron e and the D° candidate (in the form of a K
pair), we apply cuts on the relative azimuthal angle (A¢) of the electron and the D°
candidates found. In particular, for the electrons with the same sign as the daughter
K coming from the decay of the D a relative azimuthal angle difference of A¢ ~ 0 is
expected mainly from the beauty (bB) direct production; whence a relative azimuthal
angle difference around A¢ ~ 7 is expected from the charm (c¢) direct production.
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As a result we have observed the D° signals correlated with a high-p, electron
found in these events which exhibit a significance up to \/SS-LT = 2.2. The number
of the Btag events in the Au+Au collisions at /s, = 200 GeV examined is about
1.5-10% events. After the applied event cuts, the number of the events analyzed in the
Au+Au collisions (Btag trigger) is ~ 90000, while the same number is ~ 26000 for
the Cu+Cu collisions (High Tower triggered dataset). As a consequence, the sample
with the tagged electrons is much smaller than the Au+Au events collected with the
minimum bias trigger. In addition to this, the Au+Au minimum bias data sample is
superior when compared to the Cu+Cu data sample as far as the acceptance of the
BEMC is concerned. In particular, during the Cu+Cu data, only half of the BEMC
was installed, (pseudorapidity acceptance: 0 < n < 1), as opposed to the Au+Au full
acceptance (—1 < n < +1).

Several sets of cuts have been investigated and we have observed the D° signals
which are candidates for the direct charm and beauty production. For example the
observed D signal appears for the relative azimuthal angles of the A¢ = 7 between
the e and the D° for the like sign (LS) electron and kaon, in which the direct charm
production (c¢) is expected to be the main source as shown in the Cu+Cu analysis
dataset. For the Au+tAu dataset sample, we have presented results exhibiting a D°
signal appearing for the relative azimuthal angles of A¢ = 0 between e* and D°/DO. In
the latter case for the unlike sign (ULS) electron and kaon, the direct beauty production
(bb) is considered to be responsible. Further analysis on those signals is needed with the
use of corrections estimated with Monte Carlo D° embedded in real Au+Au events,
which are at the moment® under quality assurance in STAR and will be very soon
ready to use. The embedding will allow the D signals observed in the Au+Au events
to be corrected for the acceptance and efficiency losses and an estimation of the cross
sections to be performed as well.

The results obtained in the current analysis of Cu+Cu and Au+Au collisions with
the microvertexing methods were possible due to the excellent performance of the Sili-
con Strip Detector (SSD) of STAR, without which no reliable Silicon Vertex Tracker hit
reconstruction is possible, due to the large number of ghosts. In the current work, we
have furthermore analyzed the e-D° azimuthal angular distributions in p+p collisions
at /s = 200 GeV. We have observed the D signal for both the charm and the beauty,
as it was expected in the azimuthal correlations with the electrons. These results con-
tribute to earlier analyses of the e—D° azimuthal angular distributions in p+p collisions
at /s’ = 200 GeV in which it has been found that the beauty contribution increases
with the p; and becomes comparable to the charm contribution around p; ~5.5 GeV/c.
The beauty contribution is found to be compatible to FONLL calculations within the
uncertainties. This is an important feature for the comprehension of the jet quenching
in heavy ion collisions and in particular it demonstrates that the jet quenching puzzle

*As of April 11, 2011.
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in heavy ion data, cannot be linked to an absence of a large beauty contribution in
p+p data in that transverse momentum (p;) range.

Concerning the technical part of the current work, it is dedicated to a new peak
finding method for the Silicon Strip Detector (SSD) including the TSpectrum ROOT
Class. In particular the novel method, seeks for clusters in both sides (p and n) of the
detector without the demand for charge correlation and is using a different peak finder
method than previously. A preliminary result of this new method is that about 40%
more signal peaks are found with this method as compared to the previous one. This
study is performed using data from run Au+Au at /s = 200 GeV (run VII). The
new method can be used to reproduce the already taken data and is of great relevance
for the future Heavy Flavor Tracker, in which the third layer will be the SSD.

From the 2009-2010 run of STAR the full TOF detector installation was achieved
first time in STAR and will allow the better particle identification from which charm
and beauty searches will be benefited considerably. In addition to this, the future
STAR Heavy Flavor Tracker (HFT) [Bouchet 09|, currently under development is go-
ing to improve significantly the momentum resolution and will lead to a much better
secondary vertex reconstruction resolution as compared to the current silicon detector
of STAR used in the present thesis, which was not initially conceived and optimized
for heavy flavor studies.

The excellent capabilities of the SSD detector proven in the present and other STAR
analyses [Bouchet 07], lead to the inclusion of the silicon strip detector of STAR in the
future HF'T. The future silicon tracker is conceived especially in order to perform the
application of the microvertexing techniques for the charm and the beauty identifica-
tion. The new developments achieved in this thesis, namely the successful application
of the microvertexing techniques in heavy ion environment, the extraction of the D
signal in heavy ion collisions using such methods and the developments on a new peak
finder for the SSD detector, demonstrate that charm and beauty measurements can be
performed in heavy ion collisions despite the high track density pushing to the limits of
the present silicon detector of STAR to successfully perform physics beyond its initial
design, and which are of great relevance for the future HF'T detector.
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Appendix / \

Relativistic Calculation

A.1 Rapidity Relation Between Two Reference Frames

Let us consider two inertial reference frames moving with velocity ¢ with respect to
each other. Let us also consider a Lorentz boost parallel to the axis z, # = (0,0,7) .
The relations between the 4-momenta components become:

E' = ~(E-pBp.)
Py = Do
/

Py = Dy
P, = v(p. — BE) (A.1)

P

1
We begin the proof by using y = 5 In 7 and considering 3y’ as the rapidity in the
— Pu

moving frame.

Proof.

LSO = o= N = N
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O
Therefore the distribution m remains invariant between the relative inertial frames:
Y

dN' dN
= — (A.2)

dy  dy

A.2 The Case when y =~ n.
) ) ) 0 )

Let us begin the proof using the expression n = — In tan 3" We shall also consider the

case that § — 1, therefore F ~ p. Let us note that cosf = Pz and also the following
p

trigonometric expressions:

0
1+ cosf = 2cos? —

2

0
1 —cosf = 2sin® —

Proof.

12

=

=
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A.3 The angle 0*

The angle 6* is defined as the angle between the momentum of the parent particle in
the lab frame, and the momentum of the daughter particle in the CMS, as stated in
(A.3) for the case of the kaon. Let us consider the Gottfried-Jackson reference frame.

—’, . P’
cos by = P 7D (A.3)
P || Pool

In the laboratory frame we measure only the p for the daughters and reconstruct the
parent P. Concerning the center of mass system (CMS), the same daughter particle
momentum is denoted by p’ and the decay of D° — K7t results for the decay
particles to be emitted in a back-to-back orientation. By applying the inverse Lorentz
boost described by (A.1) we can calculate the momentum of the daughter particle in
the CMS, e.g. py for the K candidate. Hence (A.3) can be re-written as (A.4).

(Px + BpoEx) - Ppo
Pk + Bpo Exc|| Ppol
ﬁK : ﬁDO + Pﬁog—;
Pk + Bpo Exc|| Ppol
|| cos O + PDog—g)
Pk + BpoEx|
[Pk | cos Ok + BpoEk
Pk + Bpo x|

costly =

Let us note that the angle fx is calculated in the lab frame as the angle between the
momentum of the K and that of the DY as described by (A.5).

cos O = w (A.5)
|pK\ |pD0|

Therefore (A.4), is transformed into (A.6).

PK'Ppo + /BDOEK

|ﬁD0‘

i + BpoEx|

cos by = (A.6)

Concerning the calculation of the D° energy, the mass is considered to be the invariant
mass of the K'm pair: M, as stated in (A.7).

Myr = /ExE; — k- Px (A.7)
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In particular the energy of the parent particle is given by (A.8).

Epo =/ (B + 5)? + M, (A.8)

On the other hand, for the calculation of the energy of the daughter K (and of the

), the energy is calculated by using the nominal mass values of mg = 0.493 GeV /c?
(m, = 0.140 GeV/c?) and the (A.9).

EKJT = \/ p%{,ﬂ' + m%{,ﬂ' (Ag)

A.4 Energy in the Center of Mass for Fixed Target
and Collider Experiments

Let Fy be the energy of the beam of particles m, that hit particles of mass my with
E5. The energy at the CMS can be calculated using the square of the 4 momenta, as
expressed below, in the laboratory frame.

P'op = Eior — Dror

= (B1+ BEy)* — (P + 12)

= pi+mi+p;+ms+ 2B Ey — (pi + p + 2p1 - p3)

= mi +mj+2(E By — pi - ) (A.10)

In the center of mass the invariant mass is given by (A.11).

P'pu = Eior — s (A.11)

TOT pTOT

Since in the CMS the total momentum is |pror| = 0 then (A.11), is transformed into
(A.12).

Since the quantity p"p, is invariant, relations (A.12) and (A.10) are equal, yielding:
EZ, =mi +m3 +2(Ey By — i - ) (A.13)

Furthermore we distinguish the two separate cases: for fixed target described in Sec-
tion A.4.1 and collider as described in Section A.4.2.

A.4.1 Fixed Target

For the fixed target experiment, we can consider that |p3] = 0 yielding Ey = ma.
Therefore, (A.13) is transformed into (A.14).

Fror = \/m% +m2 + 2E1my (A.14)
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In the ultra-relativistic regime where E; > mq, my then the available energy (A.14),
in the center of mass (CMS) is a function of the square root of the colliding energy
beam (v/E;) for a given target mass ms.

A.4.2 Collider

In the case of a collider, there are two anti parallel beams of (Ey, p;) and (Es, py), with
p1 71 p3. Therefore (A.13), becomes (A.15).

Erox = \ 2B + |Ai|I3) +md + m3 (A.15)
In the ultra-relativistic limit p — E or equivalently m — 0, yields (A.16).

Eror = \/AE E (A.16)

Finally in the case of equal energy beams (F; = E, = E), the available energy Fior
is only a function of the 2E. As a graphical representation, Figure A.1 depicts both
cases (fixed target and collider) concerning the available energy at the CMS /s’ as
a function of the E. In Table A.1 the values of the energies are shown both for the
collisional as well as fixed target experiments used in heavy-ion physics.
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Fi1G. A.1: Available energy at the CMS (1/s) as a function of the energy (FE) of the incident beams,
for the collider £y = Ey = E (red line) and for fixed target (blue line) cases. Let us note
that in the latter case the mass of the target is considered to be ma = 50 GeV /c?, hence
the multiplication factor.
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TAB. A.1: Characteristics of heavy ion accelators. Available energy in the CMS per nucleon pair
is denoted by /sy . Values are taken from [Aurenche 05].

Accelerator Name AGS SPS RHIC LHC

Operational year 1992 1994 2001 2010
Subcategory fixed target fixed target collider collider

Circumference [km] 0.8 7.0 4.6 27.0
Colliding species Au+Au Pb+Pb Au+Au Pb+Pb

Vo [GeV] 48 17.3 200 5500




Appendix

Kinematics

B.1 Isotropic Decay

Let us consider the angle of the emission of a particle between the momentum of
the particle and a given vector. By isotropic decay, we refer to the constant angular
distribution of the particle emission in that frame, regardless of the position in space,
where the detection takes place. In particular: % = C, where C is a constant and the
solid angle is defined as dQ2 = d¢ d(cos ).

dN  dN dN 1 1 dN 1 dN
dQ  dpdcost — dpdf 1osb

N _sin9d¢d9 . sinf df

yielding:
dN
Since & = —-%ging and using (B.1), yields ;25 oc M, with M a constant.
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FiG. B.1: Distribution of the angle 6 (left) and cos@ (right) for the case of an isotropic decay.
Plots created using pseudo-random numbers.

Therefore the isotropic decay distribution is flat in cos # but not in 8 as can be observed
in Figure B.1.
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B.2 Sagitta

In the transverse plane (r—¢) the track of a charged particle, can be projected as a
circular arc under the influence of the magnetic field B,, as it is shown in Figure B.2.
By sagitta we refer to the depth of an arc given by (B.2).

s=r—Vr:—1% (B.2)

The transverse momentum of a track can be related to the sagitta as described in

Fi1G. B.2: Cartoon depicting the sagitta (s) of a track, the half length of the base of the arc (1)
and the radius of the circle (r). Figure is taken from [Wiso 10].

the following lines. In particular, let us consider the p, calculation given by (2.2) and
that all the tracks are charged with +|g.|. Putting all these together, the value of the
sagitta s [m] is given by (B.3).

s = % [pT — Vi - (Al)Q] (B.3)

where p, is measured in units of [GeV/c|. In the case of the magnetic field B, = 0.5 T—
like in STAR detector—and for a positive charged track (+¢.), this constant has value
of A = 0.15GeV/m. Additionally, in Figure B.3, the distribution of the sagitta s for
the different transverse lengths [ as a function of the p, of the track is depicted, having
been calculated by (B.3). In Table B.1 the values of the sagitta s are summarized for
various p, and transverse track lengths [ values.
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sagitta [cm]

Fic. B.3:

TAB. B.1:

Plots of the sagitta s as a function of the transverse momentum p; and for the differ-
ent transverse track lengths [: 180 cm (blue), 130 cm (red), 90 cm (green), and 50 cm (
magenta). Calculated by (B.3). The magnetic field is considered to be B, = 0.5 T.

Sagitta s values of the tracks as a function of the radius r, the transverse momentum
pr and the curvature , for the magnetic field of 0.5 T. Also the ratio s/r is given in [%)].
The transverse track length [ is considered to be fixed at 180 cm.

pe [GeV/e] slem] rlem] & [em™']  s/r [%)

0.61 42 407 0.00246  10.31
0.72 35 480  0.00208 7.29
0.99 25 660  0.00151 3.78
1.23 20 820  0.00121 2.43
1.36 18 909  0.00110 1.98
1.53 16 1020  0.00097 1.56
3.04 8 2029  0.00049 0.39
6.08 4 4052 0.00024 0.09
8.10 3 5402 0.00018 0.05
11.0 2 7333 0.00013  0.0002
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Appendix C

Statistics

C.1 The Uniform Distribution

Let us consider the case where the variable z is equally distributed, among the interval
[a, b], following the uniform distribution. The probability density function f(x) is given
by (C.1).

K, a<x<b

f(z) = { 0, otherwise (C.1)

let be KC a constant. The normalization of the function f(x) imposes that

b
/ def(z) =1 (C.2)
yielding
1
K — — (C.3)
The mean value is given by (C.4)
b
(x) = / dr xf(x) (C.4)

or equivalently

x? 1 »¥®—a®> b+a
<x>_l€?a_b—a 5 =35 (C.5)
In order to calculate the variance given by (C.6)
ot = (%) — (a)? (C.6)
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first we have to calculate the quantity

<x2>:/ dx 2 f () (C.7)

therefore
3 b 3 3
o _ 2 1 b>—a® 1.5 9
<x>—lC3a—b_a 5 = (a” + ab + b°) (C.8)
The variance then becomes:
1 (b+a)? 1
2 _ t/o2 2y — (g — B2
o —3(@ + ab + b°) 1 12(0, b) (C.9)

Finally accepting the non negative roots of (C.9), the standard deviation is given by
(C.10).
|a — 0|
o =

V12

For the case where a =0, b= 1, () = 0.5 and 0 =

(C.10)

1

as it is graphically depicted

V12

in Figure C.1.

Mean 0.499
RMS 0.2881
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FiGc. C.1: Constant distribution of pseudo-random number within the interval [0,+1]. The mean

value is (x) = 0.5 and the standard deviation o = 5 ~ 0.288.
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Helix

D.1 Helix Parameterization

The trajectory of a charged particle in a static uniform magnetic field with B =
(0,0,B,) is a helix. In principle five parameters are needed to define such a he-
lix [van Buren 06]. From the various possible parameterizations we describe here the
version which is well suited for the geometry of a collider experiment and therefore
used for the implementation of the StHelix class. This parameterization describes the
helix in Cartesian coordinates, where x,y and z are expressed as functions of the track
length (s). In particular it is defined:

x(s) = xo+ l[cos(CDO +h sk cos\) — cos Py (D.1)
K
1
y(s) = yo+ ;[Sin(‘bo +h sk cos\) — sin g (D.2)
2(s) = zop+s sinA (D.3)

The following variables are also defined and will be used from now on:

s is the path length along the helix;

X0, Yo, 20 1s the starting point at s = sy = 0;

A is the dip angle;

k is the curvature, i.e. Kk =1/R;

B is the z component of the homogeneous magnetic field B = (0,0, B,);

q is charge of the particle in units of positron charge;
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h is the sense of rotation of the projected helix on the transverse (xy) plane taking
into account the charge ¢ and the magnetic field B, i.e. h = —sgn(q- B) = £1;

®q is the azimuth angle of the starting point (in cylindrical coordinates) with respect
to the helix axis: &g =¥ — h7/2 ; and

: d : : o :
U is the arctan d_y , i.e. the azimuthal angle of the track direction at the starting
x
=0
point. ’
The meaning of the different parameters is visualized in Figure D.1.

s>0
yi A(Xi’yi)

Z)

> -
X Sxy

FiGg. D.1: Helix parameterization. Left: Projection of a helix on the xy-plane. The crosses mark
possible data points. Right: Projection of a helix on the sz-plane.

D.2 Calculation of the Particle Momentum

The circle fit in the xy-plane gives the center of the fitted circle (z.,y.) and the cur-
vature £ = 1/R while the linear fit gives the values of z;, and tan A\. The phase of the
helix (cf. Figure D.1) is defined as follows:

d, = arctan Yo Ye (D.4)
Ty — Te

The reference point (xg, 7o) is then calculated as follows:

cos g

(D.5)

To = Z¢
K

sin (I)o

K
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and the helix parameters can be evaluated as:

U = &+ hr/2 (D.7
pL = cqB/k (D.8
p. = potanA (D.9

where & is the curvature in [m™!'|, B the value of the magnetic field in [T], ¢ the speed

of light in [m/ns| (= 0.3) and p, and p, are the transverse and longitudinal momentum
in [GeV/c].

D.3 Distance Measurement Between a Point and a
Helix

The minimal squared distance M; between a helix and a point ¢ with position (z;, y;, 2;)
is given by

M; = M™ 4+ M© (D.11)

K3 7

M; = [z —2(s)] + [y — y()]* + [z — 2(s)] (D.12)

In literature one finds the following approach to solve this problem analytically by
neglecting M*) in the derivatives.

MY
d —— =0 (D.13)

This formula can only serve to derive an approximation for the real distance. For large
dip angles the errors become large depending also on the actual helix parameters. The
advantage is that s’ can be calculated analytically:

oo b (¥~ o) cos o — (zi — o) sin Py
hk cos A 1/k+ (z; — xg) cos Py + (y; — yo) sin Py

(D.14)

Note, that this formula can not be used to derive the distance of closest approach to
a point. In order to derive the distance of closest approach the following equation has
to be solved:

dM;
ds

—0 (D.15)
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which can be written as

( cos(Pgy + hsk cos \) — cos Dy
2 T; — Ty —
K

) sin(®g + hskcos A) hcos A —

( sin(®g + hsk cos \) — sin Dy
2 Yi—y —

K
2 (z;— 2o —ssin\)sinA =0 (D.16)

) cos(Py + hskcos ) hcos A —

The root of (D.16) can easily be found with the Newton or regula falsi method with &’
from (D.14) as starting value. For the Newton method the second derivative is needed
as well.

&M,
=0 (D.17)

which is

2 (sin(®g + hsk cos A))? h? cos® A +
( cos(Pg + hsk cos \) — cos (IJO)
2 Ty — Ty —

K

cos(®g + hsk cos \)h?k cos® A +

2 (cos(®y + hsk cos A))> h? cos? X +
sin(®g + hsk cos ) — sin Py

2(vi—yo—

K
sin(®q + hsk cos \)h?k cos® A +
2sin’ \ = 0 (D.18)

D.4 Distance of Closest Approach Between Two He-
lices

The closest distance between two helices H; and Hs is a problem which again can be
solved analytically only in 2 dimensions, i.e. in the zy-plane, (cf. Figure D.2). The
solution in 3 dimensions cannot even be solved by standard numerical methods (as the
Newton method) but requires a more sophisticated method since we have to find 2
unknown parameters, namely the s; and ss in

d*>M (s, s2)

p— D.l
d81d82 0 ( 9)

where M is the distance between the two helices at s; and s».
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F1G. D.2: Cartoon of the two intersecting helices in the transverse (zy) plane.

D.4.1 In the Transverse Plane

Given two helices with radii R; and Ry and centers in the zy plane Oy = (z,,, y.,) and
Oy = (%¢,, Ye,) We have to find the vector @ as depicted in Figure D.2. The angle o can
be therefore calculated as:

B4 T~ B

cos o = R\ (D.20)

where 7 is the vector between the two centers. The absolute coordinates of one inter-
section point (measured from o;) can be obtained by calculating vector @ and adding
01.

Ti = Te t Rl[(xc2 - xcl) CosS v — (ch - ycl) sin O‘]/‘ﬂ (D'21)
Yi = Yo T Ril(@e, — 2c)sina + (ye, — ye,) cos o /|7 (D.22)

If cosa = 1 we have only one solution. For the case where cosa < 1, we get two valid
intersection points (x;,v;) and (x;,y;) where the latter is simply given by:

Tj = Te + Raf(ze, — @e)) cOS+ (Yo, — Yo, ) sinal /|77 (D.23)
Yi = Yo + Rl[(yCQ - yC1) Cos v — (51702 - xcl) sin O‘]/‘ﬂv (D'24)
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In the case of cosa > 1, the circles do not intersect. Therefore the distance of closest
approach is simply given by the intersection of a line between the two centers and the
two helices. Consequently, for the helix H; we get:

ro= o+ BT, — xa)/|7; (D.25)
Yeq + Rl(yc2 - ycl)/‘ﬂ; (D26)

D.4.2 1In 3 Dimensions

Usually an iteration method is applied which uses the intersection points in the zy-
plane as start values. Care has to be taken if both helices have different dip angle A
since the start values then significantly deviate from the actual solution.

D.5 Intersection with a Cylinder (p=const)

In order to obtain the path length s at which the helix intersects with a cylinder of
given radius p we have to solve the following equation:

§ = a(s) +y(s)? (D.27)

Using (D.1) and (D.2) we obtain the two analytic solutions for s; and sy:

sip = — (Pg+2arctan [{2yor — 2 sin @y £ (—k (—4p* +4yo* — 2 p°K*af—

2 %K%y + 2202 K2y + K2 4 20 K% + yo'k? — 4203k cos P+

4 1% cos® Dy — 4 y02 cos®? dy, — 4 yo?’/i sin ®, + 4 p2/-ﬂ o cos Po+

4,02/1 Yo sin @y — 4 202k yo sin Py — 4 vk o cos o+

8 20 cos By yo sin By)]" 2} / (D.28)
(—p2/-i2 + 24 20%k% + 2 cos Py + y02/<c2—

a0k —2x0 K cos Py — 21k sinPy)]) A k! (cos A) !

D.6 Intersection with a Plane

Any plane can be described by its normal vector 77 (orientation) and an arbitrary point
in this plane 7 (position). The vector p" which describes the intersection point must
fulfill:

p-n=0. (D.29)
Hence:

@—7) -7 = 0. (D.30)
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Fi1G. D.3: Sketch depicting the intersection of a helix with a plane.

where @ is given by @ = (z(s'),y(s),2(s")) as described in (D.1)-(D.3). In order
to obtain the path length s’ where the helix intersects with the plane the following
equation has to be solved:

x(s)ng +y(s)ny + z(s)n, —r'-n =

A+nycosS+nysinS + ksn,sin A\ = 0 (D.31)

where:
A = k(6-1—7-1)—nycosPy—n,sin P, (D.32)
S = hskcos A+ (D.33)

The root of (D.31) can now easily be determined by a suitable numerical method
(Newton).

D.7 Limitations

The only non-numerical limitations of this parameterization are:
—T/2< N < w/2 (D.34)
kK > 0 (D.35)

D.8 The Case of the Absence of the Magnetic Field

For the special case B = 0 the trajectory becomes a straight line, i.e. K = 0 and R = oo.
Care must be taken in the numerical calculation of the parameterization because of
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the singularity in (D.1) and (D.2). The correct form is:

x(s) = x9— shcos\sin®g
y(s) = yo+ shcosAcos P

2(s) = zp+s sinA

(D.36)
(D.37)
(D.38)

Important: For B = 0 the sense of rotation is ill defined. All what matters is that
&y = U — hn/2 is done correctly, i.e. with the same arbitrary h. In the following we

assume h = +1 for convenience then (D.14) reads as:

1 .
s = o5\ [(y; — yo) cos g — (x; — x0) sin D]

Finally (D.16) can now be solved analytically.

dMpea
L =0
ds

yielding

s = cos A cos Py (y; — yo) — cos Asin Py (x; — x9) + sin A(z; — 20)

The solution for the intersection with a cylinder (D.28) now reads:

S12 = cos? Mz cos A sin @y — yg cos A cos Py £
[— cos?® A(2xq cos Doy sin @y — p* + 3 — yo

cos? g + 2 cos® Bg)]/?}

The same holds for the intersection of a helix with a plane where in the
curvature, (D.31) can then be solved analytically.

, i~ G-
S =

—ng cos Asin @y + n,, cos A cos Dy + n, sin A

(D.39)

(D.40)

(D.41)

(D.42)

case of zero

(D.43)
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Primary and Global Tracks

E.1 Track Fitting

In the xy plane the helix projection is represented by an arc of a circle. In any of the
planes parallel to the z-axis, the track trajectory is a section of a sinusoidal curve. A
high p, track (e.g. for p, > 3 GeV/c) has a relatively small curvature (Appendix B.2).
Tracks with lower p, (which are a majority of those seen in STAR) are visibly curved.
At this point the tracks found by the tracking algorithm (all called global tracks, as
no information other than their TPC hits is used in the track finding). The tracks are
refitted using a Kalman filter algorithm |Lisa 96|. The track passes through the Kalman
filter three times. In the first pass, the calculation of the proximity of the points to
the fitted curve is performed. On the second pass, all the distortions due to the field
non-uniformities, the average energy loss and the multiple scattering of the electrons
in the material are taken into account. Finally, on the third pass of the fitter, the track
is smoothed and the fit is used to calculate the optimal particle trajectory. This means
that the track’s fit points include an extra hit, the primary vertex. In addition, the
STAR software labels the track as primary if the distance of closest approach (DCA) of
the tracks to the primary vertex is less than DCA<3 cm. The main difference between
global and primary tracks is the usage of primary vertex as measurement in the track
parameter fit. The global tracks don’t use the vertex position in fit [Pruneau 03|.
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Appendix

SSD P and N Side

F.1 Introduction

We present the results of signal and noise for a given ladder and the set of wafers for the
SSD of the low multiplicity run 8120057 of Au+Au at |/s,," = 200 GeV. A description
of the detector can be found at Section 2.10. We examine 1000 events and the detector
raw hits plot can be seen in Figure F.1 both in three dimensions (3D, STAR Global
coordinates) and beam view (2D).

o AN
: ,/ \

-10; \

-20; \ \\ //

x [cm]

Fic. F.1: 3D (left) and 2D (right) depiction of SSD raw hits in global STAR coordinates
{zg,v9,zg} and for 1000 events of run 8120057 of Au+Au at /Sy = 200 GeV.

F.2 Signal and Noise vs. the Strip Number for the
Selected Wafers

Concerning the case of ladder 03, both sides (n and p) and for the wafers: {5,6,8,9and 10}
the signal of each strip (in ADC units) is depicted in Figure F.2 (in green dots) along
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with the noise (in black errors bars).
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FiG. F.2: Fired strips (green) along with noise for every strip (black errors bars), for ladder 3 and
wafers: {5,6,8,9 and 10}, for the p (left) and n (right) side. Data is taken from 1 event
of the low luminosity run 8120057, Au+Au at /Sy = 200 GeV (run VII).
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F.3 Noise Distribution for the Selected Wafers

For the total of 1000 events collected during run 8120057, we present the noise distri-
bution for the 5,6,8,9 and 10 wafers of ladder 3 in Figures F.3.
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FiG. F.3: Overall noise distribution for wafers {5, 6, 8,9 and 10} belonging to ladder 3, for both sides
p (left) and n (right). The n side exhibits more noisy behavior compared to the p side. The
data is collected from 1000 events of the low luminosity run 8120057, Au+Au at /sy, =

200 GeV (run VII).
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Index

StHelix, 205
TSpectrum, 181
requla falsi, 208

AGS, 6, 23, 198
asymptotic freedom, 4
atom
pentavalent, 34
trivalent, 35
Azimuthal correlation
probe side, 19
trigger side, 19

BBC, 32

beam halo, 32
Bethe-Bloch, 42
Bjorken, 7, 16
BNL, 17
Booster, 23
bottomonium, 10
BRAHMS, 27

calorimetry, 48

BEMC, 49, 65
distance of cell to track, 70
towers, 16

BPRS, 50

BSMD, 52

EEMC, 48

EPSD, 49

ESMD, 49

shower

electromagnetic, 68
hadronic, 68
charmonium, 10, 17
Cherenkov, 27, 28
chiral symmetry, 13
CMOS, 57
CMS, 195, 196
collisional energy density, 16
color
factors, 3
octet, 3
singlet, 2
coplanarity, 87
COSTAR, 41
CTB, 33

DAQ1000, 58

dca, 187, 207

dca between helices
see dca, 208

dead-cone effect, 17

deflection angle, 92

dileptons, 12

Drell-Yan, 12

drift chambers, 28

drift velocity, 47

EEMC, 48

effective charge, 42

electron
bremsstrahlung, 42
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non photonic, 187 process, 181
discrimination, 68 MCS, 92
particle identification of, 66 meson
photonic, 71 bottom
T, 10

FGT, 53 charmed
FMS, 52 J/lp, 10
freeze-out neutral

chemical, 12 70, 48

kinetic, 11 vector

thermal, 12 decay of, 56
FTPC, 47

microvertexing, 83

Glauber model, 13, 63 MinuitVF, 59

MIP, 39, 46, 49
gluon, 1
bremsstrahlung, 10, 17 MRPC’_ 54, 56
Gottfried-Jackson, 195 MTD’ ?6_
multiplicity
helix, 83 of neutrons, 31
dip angle, 83 in collisions of
path length, 205 Au+Au, 63
phase, 206 Cu+Cu, 63
HET, 57 d-+Au, 63
p+p, 63
impact parameter, 33 muon
intrinsic resolution, 39 arms, 28
ionization, 42 bremsstrahlung, 56
gas, 43 identifier, 28
isotropic decay, 199 spectrometers, 28
IST, 57 tracker, 28
MWPC, 43, 52

jet quenching, 10, 187

Kalman filter, 29, 213 Nuclear Modification Factor, 13

kapton, 41, 71

P10, 44
LHC, 198 parton, 7
Linac, 23 PHENIX, 28
luminosity, 17 PHOBOS, 25
photon
Markov ~ discrimination, 48

chain, 181 direct, 11
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pile up, 45, 59

PMT, 57

PPV, 59

pseudo-random numbers, 199, 204
pseudorapidity, 15

pVPD, 57

QCD, 1
in lattice, 6
Lagrangian, 2
phase diagram of, 6
QGP, 9
quark, 1
bottom, 19
charm, 17, 19
condensate, 13
confinement, 3

deconfinement, 6, see asymptotic free-

dom
energy loss, 187
fragmentation, 19
strange, 10
enhancement of, 10

rapidity, 15

RHIC, 6, 17, 23, 198

ROOT, 181

Running Coupling Constant, 3

sagitta, 92, 200
semiconductor
doping, 34
n-type, 35
p-type, 35
gap band, 34
pn junction, 36
principle, 33
valence band, 33
siberian snakes, 23

Silicon Detectors, see SVT and SSD

SIS, 6
SMD, 68

spinor, 2
SPS, 6, 198
SSD, 39
Cluster Finder
Novel, 182
Standard, 181
Cluster reconstruction, 182
pulser, 42
STAR, 29
Trigger Levels, 30
stopping power, 37
SVT, 38

Tandem, 23
TOF, 25, 27, 54
TPC, 27, 43
laser, 46
tracks
curvature, 83, 205
dip angle, 205

global, 84, 89, 149, 161, 167, 213

primary, 89, 161, 172, 213
split, 64
transverse
energy, 16
mass, 16
momentum, 16

Van de Graaff, 23

WLS, 50
Woods-Saxon, 13

7ZDC, 31
zero suppression, 179
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Glossary

AGS Alternate Gradient Synchrotron (at BNL)

ALICE A Large Ion Collider Experiment (at CERN)

ATR AGS to RHIC

BBC Beam Beam Counters

BEMC Barrel Electromagnetic Calorimeter

BNL Brookhaven National Laboratory

BPRS Barrel Pre Shower Detector

BR Branching Ratio

BRAHMS Broad Range Hadron Magnetic Spectrometer (at BNL)
Bremsstrahlung Emission of radiation due to the acceleration of charged particles
BSMD Barrel Shower Maximum Detector

CERN Centre Européen pour la Recherche Nucléaire—European Organisation for Nu-
clear Research

CMOS Complementary Metal Oxide Semiconductor

CMS Center of Mass System

COSTAR Control for STAR—Monitors the low and high voltage of the SSD
CTB Central Trigger Barrel

DAQ Data Acquisition
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DC Drift Chamber

DCA Distance of Closest Approach

DESY Deutsches Elektronen Synchrotron—German Electron Synchrotron
EBIS Electron Beam Ion Source

EEMC Endcap Electromagnetic Calorimeter

EPRS Endcap Pre Shower Detector

ESMD Endcap Shower Maximum Detector

FEE Front End Electronics

FGT Forward GEM Tracker

FMS Forward Meson Spectrometer

FONLL Fixed Order Next to Leading Log

FTPC Forward Time Projection Chamber

GEANT Geometry and Tracking—Detector description and simulation tool
GEM Gas Electron Multiplier

Gluons Exchange particles that carry the strong force between the nuclear constituents
GSI Gesellschaft fiir Schwerionenforschung—Heavy ion research center
HBT Hanbury-Brown and Twiss (used for particle correlation function)
HFT Heavy Flavor Tracker

IEEE Institute of Electrical and Electronics Engineers

IST Intermediate Strip Tracker

ITTF Integrated Tracker Tast Force

LHC Large Hadron Collider (at CERN)

LINAC Linear Accelerator

Loopers Low-momentum charged particles that curl inside the volume of the TPC
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LS  Like Sign (for particle pairs)

MARS Modular Array for RHIC spectroscopy (at BNL)

MCS Multiple Coulomb Scattering

Micro Vertexing Method for the calculation of the position of the secondary vertex
MINUIT A physics analysis tool for function minimization

MIP Minimum lonizing Particle

MRPC Multi Resistive Plate Chamber

MRS Mid Rapidity Spectrometer

MTD Muon Telescope Detector

MWPC Multi Wire Proportional Chamber

NIM Nuclear Instruments and Methods

NLO Next to Leading Order

NMF Nuclear Modification Factor

NPE Non Photonic Electrons

P-10 Gas mixture of Ar and CHy in a 90 : 10 proportion used in the STAR TPC
Partons A quark or a gluon inside the hadron

PDG Particle Data Group

PHENIX Pioneering High Energy Nuclear Interaction Experiment (at BNL)
PID Particle Identification

Pitch The distance between two consecutive detection modules

PMD Photon Multiplicity Detector

PMT Photo Multipliers Tubes

PPV Proton Proton Vertex

PRS Pre Shower Detector
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PV  Primary Vertex

PVD Pseudo Vertex Detector

PWG Physics Working Group

PYTHIA Simulation program for the generation of high-energy physics events
QA Quality Assurance

QCD Quantum Chromodynamics

QGP Quark Gluon Plasma

Quarks Elementary constituents of nuclear matter

RDO Read Out (for boards)

RHIC Relativistic Heavy Ion Collider (at BNL)

RICH Ring Imaging Cherenkov (Detector)

ROOT An object oriented framework for large scale data analysis
SIS  Schwerionensynchrotron (at GSI)

SMD Shower Maximum Detector

SPS Super Proton Synchrotron (at CERN)

SSD Silicon Strip Detector

STAR Solenoid Tracker at RHIC (at BNL)

STARSIM Dedicated Simulation Package for the STAR experiment
SVT Silicon Vertex Tracker

TOF Time of Flight

TPC Time Projection Chamber

ULS Unlike Sign (for particle pairs)

VPD Vertex Position Detector

WLS Wave Length Shifting (for fiber)

ZDC Zero Degree Calorimeter

Zero Suppression Subtraction of the pedestal from the signal
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